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Abstract - Money laundering operations have a high negative impact on the growth of a country's national economy. As all financial sectors are increasingly being integrated, it is vital to implement effective technological measures to address these fraudulent operations. Machine learning methods are widely used to classify an incoming transaction as fraudulent or non-fraudulent by analyzing the behaviour of past transactions. Unsupervised machine learning methods do not require label information on past transactions, and a classification is made solely based on the distribution of the transaction. This research presents three unsupervised classification methods: ordinary least squares regression-based (OLS) fraud detection, random forest-based (RF) fraud detection and dropout neural network-based (DNN) fraud detection. For each method, the goal is to classify an incoming transaction amount as fraudulent or non-fraudulent. The novelty in the proposed approach is the application of prediction interval calculation for automatically validating incoming transactions. The three methods are applied to a real-world dataset of credit card transactions. The fraud labels available for the dataset are removed during the model training phase but are later used to evaluate the performance of the final predictions. The performance of the proposed methods is further compared with two other unsupervised state-of-the-art methods. Based on the experimental results, the OLS and RF methods show the best performance in predicting the correct label of a transaction, while the DNN method is the most robust method for detecting fraudulent transactions. This novel concept of calculating prediction intervals for validating an incoming transaction introduces a new direction for unsupervised fraud detection. Since fraud labels on past transactions are not required for training, the proposed methods can be applied in an online setting to different areas, such as detecting money laundering activities, telecommunication fraud and intrusion detection.

Keywords: Fraud Detection, Prediction Intervals, Ordinary Least Squares, Random Forest, Dropout Neural Network, Unsupervised Machine Learning

I. INTRODUCTION

As the world becomes more interconnected and information moves more quickly, opportunities for criminals to misuse the financial system are also increasing. Fraud activities such as sanctions, insider trading, terrorist financing, bribery, corruption, and money laundering, involve criminals obtaining money, services or property, illegally or through deception, and then profiting from the proceeds. Due to its substantial increment in occurrence, credit card fraud is one type of money laundering operation that has attracted much attention from the scientific research community [1], [2]. Credit card fraud is the unauthorized use of a person’s credit card to make fraudulent purchases without the user’s knowledge. Traditional approaches, such as manual auditing, were employed to detect suspicious transactions [3]. However, nowadays, these methods have become inefficient and unreliable due to the high occurrence of fraud and the severity of repercussions. Most financial sector organizations have adapted sophisticated security systems to monitor customers’ regular spending habits, and flag transactions that deviate noticeably from the usual. Recently, machine learning-based approaches have gained much popularity for this purpose. A few examples of utilized ML models include Support Vector Machines [4], K-Nearest Neighbours [4], Self-Organising Maps [5], Random Forests [6], Neural networks [7] and Bayesian algorithms [8]. Machine learning-based methods can be mainly divided into supervised and unsupervised methods. Supervised machine learning requires labelled transactions to train the machine learning model and classify an incoming transaction as fraudulent or non-fraudulent. Unsupervised machine learning, on the other hand, examines unlabeled transaction data and identifies outliers or transactions that deviate considerably from the rest as potentially fraudulent. Overall, both supervised and unsupervised methods can be used to classify a transaction as fraudulent or non-fraudulent.

Even though most of the research related to credit card fraud detection utilizes supervised methods, for real-world applications, labelled data is not readily available. Hence, unsupervised methods are preferable. Furthermore, an online learning approach, where the model is updated as new data arrives, is more appropriate for fraud detection. Conducting online learning on a supervised method becomes challenging as obtaining label information requires a lot of time and effort. Thus, unsupervised methods are more suitable for online learning of evolving user behaviour. Considering the latter-mentioned issues, we develop three unsupervised, online learning methods to validate an incoming transaction as fraudulent or non-fraudulent. The methods are unsupervised as the fraudulent or non-fraudulent labels are not incorporated for training the machine learning models. The proposed methods consider the transaction amount as the dependent variable and other transaction features as independent variables. By feeding recent past transaction data into the machine learning model employed in each method, user behaviour patterns are learned to build a...
prediction interval for the transaction amount. The novel idea of utilizing prediction intervals for validating an incoming transaction amount as fraudulent or non-fraudulent is presented in this paper. An incoming transaction that falls outside its prediction interval is flagged as fraudulent. The overall effectiveness of the proposed methods will be primarily influenced by the confidence level defined for the interval calculation.

The remaining sections of the paper are as follows. Section II provides a brief review of the literature on fraud detection and prediction interval calculation methods. Section III describes the methodology and proposed approach. Experimental results are shown and discussed in Section IV. Finally, Section V summarizes the paper and discusses encountered issues and suggestions for future work.

II. LITERATURE REVIEW

This section provides a detailed outlook into the available literature on credit card fraud detection using machine learning methods. Since the suggested methodology for fraud detection in this paper is linked with calculating prediction intervals, this section will also detail its previous research.

A. Fraud Detection

Statistics and machine learning (ML) are popular technologies for detecting credit card fraud because it requires extracting information from large and complex datasets. In the past, traditional statistical methods such as linear discriminant analysis [9] have provided successful results for many applications. In recent years, more powerful supervised and unsupervised ML models have been widely used. In [10], two different random forest classifiers are trained to model the behaviour of credit card transactions and generate alerts, then utilize these alerts as labels to update and train the classifier. They also claim precision to be the most suitable evaluation metric for credit card fraud detection. In [11], a comparison is made between six different artificial neural network (ANN) methods and seven different logistic regression (LR) methods based on the accuracy of classifying credit card transactions as fraudulent or non-fraudulent. Their results show the superiority of the ANN-based methods over the LR-based methods when the distribution of the training dataset is not biased towards non-fraudulent samples. The performance of four supervised machine learning (ML) methods, decision trees, K-Nearest Neighbors, logistic regression and neural network, are compared in [12] for credit card fraud detection. The data used are financial transactions of an e-commerce organization with 100,000 data samples and 9 features. Based on performance metrics such as accuracy, sensitivity, and specificity, they show that no one method performs better than another. Instead, they propose performance improvement using a model that combines multiple ML methods. In our research, the same metrics are used for evaluating the performance of the proposed fraud detection methods. Some evaluation metrics also focus on the overall benefit of the fraud detection algorithm rather than just the reliability of the prediction. In [13], the overall savings is compared against the cost of using no algorithm for calculating the performance measure. However, for calculating such a performance measure, additional data need to be collected on the cost of each prediction.

Several feature aggregation strategies are introduced, and different combinations of features are used for grouping transactions [13]. The von Mises probability distribution [14] is used to model the periodic behaviour of a transaction time. A new feature indicating whether a transaction time is within the acceptable confidence limit is also added. Comparisons are made for different sets of features (raw, aggregated, extended aggregated and periodic), using two kinds of classification algorithms; cost-insensitive method [15] and example-dependent cost-sensitive method [16] are made using a real credit card fraud dataset. The results show a considerable performance increase when recent user behaviour is considered when complex relations between features are considered, and when periodic behaviour of time is considered. The credit card transaction dataset used in [13] contains raw features and is utilized for experimenting with the proposed feature engineering strategies. However, real-world datasets with raw features are hardly made publicly available due to confidentiality reasons. Thus, it becomes impossible to apply and reproduce the proposed feature engineering strategies in the new research.

Some unsupervised approaches are found in the literature for real-world fraud detection systems. For example, a hidden Markov model (HMM) is trained in [17] on recent past data, and an incoming transaction not accepted by the HMM with a high probability is flagged as fraudulent. In the paper [18], fraudulent observations were detected as multivariate outliers by plotting the ordered squared robust Mahalanobis distances of the observations against the empirical distribution function. Although the performance of the robust Mahalanobis distance method showed lesser performance compared to the other supervised methods experimented with, the authors argue that the Mahalanobis method is helpful since it does not require labelled data to be trained and can detect fraudsters using the minimum covariance determinant matrix of the data. Two unsupervised methods, peer group analysis and break point analysis, are presented in [19] for monitoring longitudinal data to identify behavioural changes in users and detect fraudsters. Principal component analysis and the simple k-means algorithm is utilized in [20] for presenting a simple and transparent fraud detection system that also considers the geographic position of both transactions and clients. The Isolation Forest (IF) [21] and the Local Outlier Factor (LOF) [22] are two algorithms that have been utilized in [23] to detect fraudulent transactions in an unsupervised setting. The primary goal of these methods is to learn the underlying structure of the data and classify anomalous observations as fraudulent transactions. The IF algorithm detects global outliers, while the LOF algorithm performs well in detecting localized outliers. In [24], an ensemble learning method, combining both LOF and IF
algorithms, is proposed for anomaly detection in real-world complex datasets. The experimental results showed superior performance of the ensemble learning method compared to the single methods. In our research, the IF and LOF algorithms are compared against the proposed methods to evaluate fraud detection performance.

A simple moving average technique that considers recent past transactions is applied in [25] to detect suspicious customers and abnormal transactions. Transaction amount, transaction frequency and proportion of credit and debit amount are tracked over time using three moving window approaches called dynamic transaction moving average (DTMA), dynamic frequency moving average (DFMA) and transaction character (TC), respectively. In the DTMA approach, for example, when the difference between the moving average value and the current transaction value is more significant than the threshold value, an alert referred to as a ‘blip’ is generated. The threshold value is calculated based on the historical transactions of past confirmed suspicious customers. The approach is tested and verified on real customers’ transaction data from a bank. In future, the described techniques can be applied in the mobile network domain to identify illegal use of phone calls. Similar to the moving window approach used for the DTMA method, our proposed methods also train the machine learning models on the features of recent past transactions and estimate the transaction amount for the current transaction. However, unlike calculating a single-point estimate in the DTMA method, we calculate an interval estimate to validate the current transaction value.

The work of [25] is extended in [26] to identify the inherent relationships between suspicious customers using social network analysis (SNA). A set of customers is indicated as suspicious using the method in [25], semantic data of both normal and suspicious customers are utilized to capture associations and build a network graph, and then SNA techniques such as degree centrality and clustering are applied to extract information.

In this paper, the proposed methods combine machine learning modelling with prediction interval calculation for unsupervised detection of fraudulent transactions. Thus, the next section will focus on the related literature on calculating prediction intervals for the relevant machine-learning models.

B. Prediction Intervals

A prediction interval provides an estimate of the uncertainty associated with a point estimate and can be used to provide a range of values within which the variable is estimated to be. Several probabilistic and non-probabilistic approaches can be found for calculating the uncertainty associated with a model output [27]-[29]. One approach uses the statistical properties of the model errors observed during model training to estimate the uncertainty of the model in terms of prediction intervals [30]. In the current paper, we adopt this approach to estimate prediction uncertainty by calculating prediction intervals. The following definition for prediction intervals is taken from [31]:

**Definition 1 (Prediction Interval):** Let \( \alpha \in [0,1] \). Then, a \((1-\alpha)100\%\) prediction interval for the value of an observation is an interval constructed by a procedure such that \((1-\alpha)100\%\) of the prediction intervals constructed by the procedure contain the true individual value of interest.

Prediction intervals calculated for ordinary least squares regression models can be categorized to two main types as discussed in [30]: (i) classical closed form prediction intervals [32], and (ii) bootstrap prediction intervals [33]. Although calculating the classical closed-form prediction intervals is quick and straightforward, its validity depends heavily on the assumption that the noise is normally distributed. Thus, this assumption is generalized in [34] by presenting a large sample prediction interval calculation method that does not require knowing the noise distribution of the regression model.

When using random forests to predict a quantitative response, an important but often overlooked challenge is the determination of prediction intervals [35]. Due to the complex structure of random forests, estimating the variability of the prediction is a challenging problem. Quantile regression forests (QRF) [36] estimate the distribution of the conditional quantiles, and the upper and lower quantiles of this distribution are used to construct the prediction interval for an unknown response. Here, the scale or shape of the conditional distribution does not need to be constant across feature values because the conditional response distribution is separately estimated using data locally to the point of interest in the feature space. However, as each conditional response distribution is separately estimated using a small amount of data local to a point, the resulting QRF intervals are often wide. They may not address the requirements of certain applications. Rather than considering only data local to a point, all training observations used to construct the random forest are utilized in [37] and [35] for constructing prediction intervals using out-of-bag samples.

In [37], the mean squared prediction error (MSPE) is calculated to estimate the variability of a prediction. Based on the experiments performed in [37], prediction intervals constructed using MSPE is preferable when the response distribution is not clustered but has constant variance across the feature space. In [35], the distribution of the random forest prediction error is approximated by the empirical distribution of out-of-bag prediction errors, and the quantiles of this distribution are used to calculate the prediction interval. Simulation studies and analysis of 60 real datasets are used to compare the finite-sample properties of the proposed interval with QRFs [36], and another recently proposed prediction interval calculation method called split conformal intervals [38]. The results indicate that intervals calculated using the method in [35] are narrower than those...
of competing methods and still maintain marginal coverage rates approximately equal to nominal levels. Thus, out-of-bag intervals should be used alongside a random forest point prediction to provide a range of reasonable response values for those concluding data.

Dropout is a technique that is commonly used to avoid overfitting when training neural networks. Here, a random subset of neurons in a network layer is ignored with their incoming and outgoing connections at every input of a training observation. Thus, training an ANN with dropout can be thought of as approximating the training of an ensemble of networks that share the parameters (also called weights) for outgoing connections corresponding to units that survived dropout in each network [39].

Although dropout is usually used during the training phase of the network, [40] develops a new theoretical framework and shows how the dropout technique can be applied during testing to estimate the variability of a predicted response for a given test observation. The idea is to use a single ANN at test time with each trained weight multiplied by the probability used to retain the corresponding hidden unit during the training phase with dropout. We refer to this ANN as the dropout neural network. The work in [40] shows that a dropout neural network is mathematically equivalent to an approximation to the probabilistic deep Gaussian process [41] and hence can be used to quantify the uncertainty of the predictions from the network.

The test data is passed through the dropout neural network $B(\geq 1000)$ number of times to obtain $B$ number of predictions from the model. By the central limit theorem [42], if there are more than 30 predictions for the same observation, the mean prediction is spread out in a normal distribution. Thus, the prediction distribution is analyzed to calculate a prediction interval for each prediction. This technique is formally known as MC Dropout in [40]. It can be used to deal with model uncertainty and misspecification at prediction time for any ANN architecture, without making any changes to how the network is trained.

There is hardly any research on the use of prediction intervals combined with machine learning for fraud detection in transaction datasets. In Section III, the methodology underlying the proposed methods is explained by introducing the data set used in this study (Section III.B), explaining the three unsupervised methods implemented for detecting fraudulent transactions (Section III.C) and discussing the performance measures used for evaluating the methods (Section III.D).

### III. METHODOLOGY

This section provides a thorough discussion on the methodology for the unsupervised fraud detection methods proposed in this paper. This methodology is unique due to the utilization of prediction intervals for validating incoming transactions.

#### A. Preliminaries

In addition to using standard conventions in statistical notation, the following linear algebra notation will be used throughout this paper. A scalar is denoted by a lowercase letter, e.g., $x$. A vector is denoted by a lowercase, boldface letter, e.g., $x$. A matrix is denoted by an uppercase letter, e.g., $X$. We assume that a dataset consist of $p$ independent variables called features, a dependent variable also called as the response and $n$ number of observations also called as samples. What is referred to as the training set is the portion of the dataset that is used for training the models. An incoming data point that has not been used for training the model will be referred to as a test observation or test sample.

#### B. Data Description

The input data consists of data on 284,807 transactions made by European cardholders in September 2013. There are 31 variables in the dataset. The variable ‘Class’ is a binary variable that describes the label for each transaction as ‘1’ in case of fraud and ‘0’ otherwise. There are only 492 fraudulent transactions which is only 0.172% of the overall transactions. The variable ‘Time’ describes the number of seconds that has passed between each transaction and the first transaction in the dataset. ‘Amount’ is the transaction amount considered as the dependent variable for the experiments. The rest of the 28 input variables consist of numerical values that are the result of a principal component analysis (PCA) transformation due to confidentiality reasons. The variable, ‘Class’ is not considered for training our models. However, as will be discussed in Section III.D, those labels are utilized for model evaluation. When visualizing the distribution of the ‘Time’ variable in Figure 1, it is apparent that fraudulent and non-fraudulent transactions have almost similar distributions. This implies that the ‘Time’ variable may not be helpful in distinguishing fraudulent transactions from non-fraudulent transactions. Thus, the ‘Time’ variable is not included in our predictive models. In summary, the 28 PCAs constitute the features for our models while the ‘Amount’ variable is considered as the response.

![Fig. 1 Distribution of Time for Fraudulent and Non-Fraudulent (Normal) Transactions](image-url)
C. Proposed Framework

The main idea of this paper is to use recent past transaction data to train a machine learning model and calculate a prediction interval for the transaction amount based on the features in the dataset. The argument is that, if an incoming transaction amount does not fall inside the prediction interval calculated for that transaction by the best fitted model, that particular transaction amount is not described accurately by its features. Therefore, this gives a reason to flag that particular transaction amount is not described accurately by its features. Hence, the proposed methods mainly revolve around the concept of calculating prediction intervals for machine learning models. The machine learning models experimented in this paper are ordinary least squares regression, random forest model and the dropout neural network. Fig. 2 provides an overview of the proposed methodology.

![Fig. 2 Overview of the Proposed Fraud Detection Framework](image)

The next section describes the methodologies underlying the different prediction intervals calculated for each of the machine learning models employed in the research.

1. Ordinary Least Squares

Regression is the study of the conditional distribution of the response variable, given a set of features. The normal error regression model is expressed as, \( y = f(X; \beta) + \varepsilon \), where \( y \) is an \( n \times 1 \) vector of response variables, \( X \) is an \( n \times p \) matrix of features, and \( \varepsilon \) is an \( n \times 1 \) vector of unknown errors of the model. The term, \( f(X; \beta) \) is some unknown function defined by \( \beta \), the set of parameters of the regression model. It is assumed that the errors, \( \varepsilon \), are independent and identically distributed as Gaussian with zero mean and constant variance, \( \sigma^2 \). The ordinary least squares estimate of the parameters \( \beta \) is \( \hat{\beta} \) and is obtained by minimizing the objective function, \( \max_{\beta} \| y - f(X; \hat{\beta}) \|_2^2 \), where \( f(X; \hat{\beta}) = \hat{y} \) is the prediction from the model. Under regularity conditions, much of the inference for OLS regression is valid when the assumption on the error distribution is not violated. Under this assumption, \( (1 - \alpha)100\% \) prediction interval for the unknown response \( y \), of a new observation with features \( x \), is given by,

\[
\hat{y} \pm t\left(\frac{\alpha}{2}, n-p\right) \hat{\sigma} \hat{h},
\]

where \( \hat{y} \) is the point prediction, \( t\left(\frac{\alpha}{2}, n-p\right) \) is the \( \frac{\alpha}{2} \) quantile of the \( t \)-distribution with \( n-p \) degrees of freedom, and \( 0 < \alpha < 1 \). Here, \( \hat{\sigma}^2 = \frac{1}{n-p} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \) is the unbiased estimate for the unknown variance, \( \sigma^2 \), and \( \hat{h} \) is the leverage term estimated as \( \hat{h} = \sqrt{1 + x^T(X^TX)^{-1}x} \), where \( X \) is the \( n \times (p + 1) \) design matrix, \( \begin{bmatrix} 1 & x_1^T & \cdots & x_p^T \end{bmatrix} \). Although the calculation of the prediction interval (Equation (1)) is quick and straightforward, the validity of the formula depends heavily on the normality assumption on the errors of the model. In the paper [34], a large sample prediction interval calculation method is presented that does not require knowing the error distribution of the regression. They show that for large samples, Equation (1) can be modified as

\[
\hat{y} + a_n \xi_a/2, \hat{y} + a_n \xi_{1-a/2}.
\]

Here, \( \xi_a \) is the \( \alpha \) percentile of the residuals with the \( i \)th residual calculated as, \( \hat{\xi}_i = y_i - \hat{y}_i \) and

\[
a_n = \left(1 + \frac{15}{n}\right) \sqrt{\frac{n-p}{n-1}} \hat{h}.
\]

Equation (2) is very similar to the classical prediction interval presented in Equation (1) except that \( \xi_a \) is used to estimate the error percentiles as a substitute for \( t\left(\frac{\alpha}{2}, n-p\right) \hat{\sigma} \). The term \( \sqrt{\frac{n}{n-1}} \hat{h} \) is added as a correction factor for using the residuals to estimate the errors, and \( \left(1 + \frac{15}{n}\right) \) is used based on results of several simulation experiments. In this paper, this method will be utilized for calculating prediction intervals for the ordinary least squares regression model.

2. Random Forest

The random forest model is a non-parametric statistical learning method [43]. The usual procedure for performing regression with a random forest is as follows:

a. Draw 1,2, ..., \( B \) bootstrap samples of the original data.

b. For \( b = 1,2, ..., B \)

i. Randomly sample \( p_0 (0 < p_0 < p) \) features and grow a regression tree using binary recursive splitting algorithm to select the best split among these features that minimize the splitting criterion, mean squared error [44].

ii. Calculate predictions. The response \( \hat{y}_{b, n} \) of a new test observation \( x_n \) is the mean of the responses of the samples that are in the same terminal node.
c. The final prediction for $x_i$ is the mean of the $B$ individual tree predictions, $\hat{y}_i = \frac{1}{B} \sum_{b=1}^{B} \hat{y}_{i,b}$.

Since each regression tree is built on its own bootstrap sample of the original data, some observations will not be used for growing a particular tree. Such observations are considered out of bag for that particular tree. In this paper, the ideas from [37] and [35] is employed for building a prediction interval for random forest model. The proposed methodology is as follows:

1. Build a forest on the training sample.
2. For each observation with features $x_i$ in the training sample of $n$ observations, identify the regression trees that are out of bag and calculate the mean prediction of that observation’s response, $\hat{y}_i$ using only those regression trees.
3. Calculate the empirical distribution of out of bag prediction errors, $D_1, ..., D_n$, where $D_l = \hat{y}_{i,l} - y_i$ for $i = 1, ..., n$.
4. It is shown that for large $n$ and large $B$, the $(1 - \alpha)100\%$ prediction interval for the unknown response $y_i$ of a new observation with features $x_i$, can be reasonably assumed as

$$\left[\hat{y}_i - D\left(\frac{a}{2} n\right), \hat{y}_i + D\left(1 - \frac{a}{2} n\right)\right],$$

where $D\left(\frac{a}{2} n\right)$ is the $\frac{a}{2}$ quantile of the empirical distribution of $D_1, ..., D_n$.

3. Dropout Neural Network

Dropout technique is used to avoid overfitting in artificial neural networks (ANNs). In this paper, an ensemble of dropout neural networks is utilized to create a prediction distribution and calculate prediction intervals. Let us consider an ANN with $L$ hidden layers with $l \in \{1, ..., L\}$ denote the index of each layer. The $1 \times (l-1)$ vector $z^{(l)}$ is the inputs to layer $l$ and the $1 \times l$ vector $y^{(l)}$ is the output from layer $l$. Note that $y^{(b)} = x$ is the set of $p$ features in the dataset and $y^{(l)} = \hat{y}$ is the predicted response. Parameters $W^{(l)}$ and $b^{(l)}$ are the weights and biases at layer $l$. The feedforward operation of an ANN for a single training sample can be described as,

$$z^{(l+1)}_k = w^{(l+1)}_k y^{(l)} + b^{(l+1)}_k,$$

$$\hat{y}^{(l+1)} = f(z^{(l+1)}_k),$$

where $k$ denotes the index for a hidden unit and $f$ is a neural network activation function [45]. In a dropout neural network, the feedforward operation described in Equation (5) is modified to include a vector of independent Bernoulli random variables $r^{(l)}$ with a probability of a success $p$ as,

$$r^{(l)}_k \sim \text{Bernoulli}(p),$$

$$\hat{y}^{(l)} = r^{(l)} \otimes y^{(l)},$$

$$z^{(l+1)}_k = w^{(l+1)}_k \hat{y}^{(l)} + b^{(l+1)}_k,$$

$$y^{(l+1)}_k = f(z^{(l+1)}_k),$$

where $\otimes$ denotes the element-wise product. Thus, a sub-network is sampled from a larger network and derivatives of the network are backpropagated through the sub-network for learning the parameters of the model.

The interested reader may refer [39] for further details on this backpropagation procedure. The learnt model is used at test time after multiplying each $w^{(l)}_k$ by the probability $r^{(l)}_k$ as $w^{(l)}_{\text{test}} = r^{(l)}_k w^{(l)}$. This model is called the dropout neural network. For each new test observation $x_i$, the below procedure can be followed for calculating a prediction interval.

1. Carry out $B(\geq 1000)$ number of stochastic forward passes through the dropout neural network and obtain the predictive distribution, $\hat{y}_1, \hat{y}_2, ..., \hat{y}_B$.
2. Calculate the predictive mean as $\hat{y} = \sum_{b=1}^{B} \hat{y}_b$.
3. Calculate the standard deviation of the predictive distribution as

$$\delta \hat{y} = \left[\frac{1}{B-1} \sum_{b=1}^{B} (\hat{y}_b - \hat{y})^2\right]^{1/2}.$$

4. By the central limit theorem, the prediction $(1 - \alpha)100\%$ prediction interval for the unknown response $y_i$ can be calculated as

$$\hat{y}_i \pm z_{1-\alpha/2} \frac{\delta \hat{y}_i}{\sqrt{B-1}},$$

where $z_{1-\alpha/2}$ is the $\frac{1-\alpha}{2}$ quantile of the $t$-distribution.

This technique is formally known as MC Dropout and is presented in [40] for quantifying predictive uncertainty of an ANN. Based on the machine learning models used and the prediction interval calculation methods employed for each method, three unsupervised methods are proposed for fraud detection.

If the machine learning model trained on recent past data is the ordinary least squares model, and the prediction interval is calculated using Equation (2), we call the resulting approach as the Ordinary Least Squares-based (OLS) Method. On the other hand, if the random forest model is used to train the data and the prediction interval is calculated using Equation (7), we call it the Random Forest-based (RF) method.

Finally, if the machine learning model employed is the dropout neural network and the prediction interval is calculated using Equation (7), the method is called the Dropout Neural Network-based (DNN) method. Table 1 summarizes these methods.

<table>
<thead>
<tr>
<th>Machine Learning Model</th>
<th>Prediction Interval Method</th>
<th>Fraud Detection Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ordinary Least Squares</td>
<td>Equation (2)</td>
<td>OLS</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Equation (4)</td>
<td>RF</td>
</tr>
<tr>
<td>Dropout Neural Network</td>
<td>Equation (7)</td>
<td>DNN</td>
</tr>
</tbody>
</table>

TABLE 1 SUMMARY OF PROPOSED METHODS
D. Performance Measure

This paper employs the confusion matrix and three other metrics calculated using the confusion matrix to evaluate the fraud detection performance of our proposed methods. Table II describes a confusion matrix resulting from a binary classification algorithm. Recall from Section III.B, that the labels for the transactions are available for the dataset. Although these labels are not used for training our models, they are used to evaluate the predictions calculated from the models. Thus, the predicted labels are compared against the actual labels available for the test set. The following procedure is used for calculating the performance measures for each model.

1. Feed the unlabeled training dataset to the machine learning model and learn the model.
2. Feed each transaction in the test set to the trained model and calculate a prediction interval for the transaction amount.
3. If the observed transaction amount is inside the prediction interval, flag that transaction as a non-fraudulent transaction, otherwise flag the transaction as a fraudulent transaction. The resulting flags are the predicted labels for each transaction.
4. Compare the predicted labels with the actual labels in the dataset by calculating the performance measures, accuracy (Equation (8)), precision (Equation (9)) and recall (Equation (10)).

This displays the possible outcomes of a binary classification problem. Type I errors are the false positives (FP) and type II errors are the false negatives (FN).

\[
\begin{array}{|c|c|}
\hline
\text{Actual} & \text{Predicted} \\
\hline
0 & 0 \quad \text{True Negative (TN)} \quad 1 \quad \text{False Positive (FP)} \\
0 & 1 \quad \text{False Negative (FN)} \quad 1 \quad \text{True Positive (TP)} \\
\hline
\end{array}
\]

**Definition 2 (Accuracy).** Proportion of correctly predicted samples (fraud or non-fraud) out of all the samples:

\[
\text{accuracy} = \frac{TP}{TP+TN} 
\]  
(1)

**Definition 3 (Precision).** Proportion of correctly detected samples out of the actual fraudulent samples:

\[
\text{precision} = \frac{TP}{TP+FP} 
\]  
(9)

**Definition 4 (Recall).** Proportion of actual fraudulent samples out of the predicted fraudulent samples. Also called the true positive rate:

\[
\text{recall} = \frac{TP}{TP+FN} 
\]  
(2)

E. Comparison Methods

In this paper, the performances of proposed three methods are compared against two different state-of-the-art algorithms that also detect fraudulent transactions in an unsupervised setting.

1. Local Outlier Factor: The Local Outlier Factor (LOF) algorithm is introduced in [22] to detect anomalous observations in a dataset. **Locality** captures the \(k\) nearest neighbours surrounding a particular observation, and local density captures the average distances between them. Based on the local density, the LOF algorithm calculates a score for each observation that measures the amount of isolation of a point concerning its neighbours. By comparing the calculated LOF measure to the lower and upper bound, an observation is classified as an anomaly.

2. Isolation Forest

The Isolation Forest (IF) algorithm, proposed in [21] works on the objective of isolating anomalous observations in the dataset. The underlying basis is a decision tree algorithm that recursively partitions the observations until all are isolated. This random partitioning produces comparatively shorter path lengths in the tree structure for anomalies. An anomaly score is calculated for each observation by considering its path lengths in the overall forest of random trees. Those observations that possess shorter path lengths receive higher anomaly scores and are classified as anomalies based on a thresholding method that is also introduced in the same paper [21].

IV. EXPERIMENTAL RESULTS

As discussed in Section III.B, the transaction dataset considered in this paper consists of 28 features, and the transaction amount is considered as the response variable. A percentage of 90% of the samples is allocated for the train set and the rest of the 10% for the test set. Based on our terminology, the train set represents recent past data, and the test set is the current data. As previously described in Fig.2, recent past data is used for training the machine learning model. Current data represents new data that needs to be validated. This validation is done by applying the trained model to the current data, estimating prediction intervals and flagging those samples that fall outside the interval as fraudulent. As discussed in Section III.D, if a transaction amount falls outside its prediction interval, the label will be predicted as fraudulent and vice versa.

A. OLS Method

This paper uses Python’s Scikit learn package to implement the ordinary least squares regression model. The main assumption of ordinary least squares regression is that the features are not correlated. Since the 28 features of the experimented dataset are principal components calculated using the original features (Section III.B), this assumption is not violated. Our ordinary least squares model fitted on the training set shows an R-squared value of 0.92. The value of 0.92 suggests a good fit for the data. Then as described in Section III.C.1, the model parameters learned from the training set are then applied to the test set to calculate a prediction interval for each test sample and predict the labels.
B. RF Method

The Random Forest Regressor algorithm in Python’s Scikit learn package provides a range of hyper-parameter options to fit a random forest on a dataset to improve the accuracy of the prediction. Scikit-Learn’s Grid Search CV method is used for hyper-parameter tuning with cross-validation to select the best combination of hyper-parameters that provide an optimal result. A forest with 1000 regression trees is built on the training data, and out-of-bag errors are calculated for each training sample. The trained model is then examined on the test data to predict the transaction amount for each test sample. Using the distribution of out-of-bag errors from the training sample, prediction intervals are calculated for each test sample as explained in Section III.C.2 and predict the labels.

C. DNN Method

The Keras package in Python is used to construct the dropout neural network. Like the previous two methods, the model is first trained on the training set. A simple four-layer dense neural network is used to model the data. The inputs are transferred into 28 nodes, then transferred into two hidden layers, each with 64 units. The final layer with a single node is used to predict the output. Two dropout layers are implemented after the dense hidden layers in the middle. Here, 50 per cent of the hidden units are dropped per layer. In the compilation section of the model, the mean square error (MSE) is set as the loss function, while adam is set as the optimizer. The tangent (tanh) activation function converts the inputs to outputs at each hidden unit. Although there are other activation functions, such as Relu and sigmoid, they are unsuitable for this dataset where the features can contain negative values. The Relu function converts negative values to zero, disrupting the learning of gradient information, while the sigmoid function causes the vanishing of the gradient. After training the model, the learned dropout neural network is fitted over 1000 runs on the test set to obtain the predictive distribution for each test sample.

Then, using the procedure described in Section III.C.3 the prediction interval is calculated for each test sample. After calculating the prediction intervals for the test samples, the standard approach described in step 3 of Section III.D is used by all three methods to validate transactions and flag the samples as fraudulent or non-fraudulent.

D. IF and LOF Methods

The IF and LOF methods are implemented using the Isolation Forest algorithm and the Local Outlier Factor algorithm in Python, respectively. In addition to the 28 features used as input to OLS, RF and DNN methods, the transaction amount is also included as an input feature to IF and LOF algorithms. Each of these algorithms discover the anomalies in the dataset. These anomalies are considered as the predicted fraudulent transactions from these methods.

E. Performance Comparison

The predicted labels for each method are compared with the actual labels available for the dataset to calculate the performance measures. Table III presents the confusion matrices obtained from the three methods and the two state-of-the-art methods.

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
<th>OLS</th>
<th>Predicted</th>
<th>RN</th>
<th>Predicted</th>
<th>DNN</th>
<th>Predicted</th>
<th>IF</th>
<th>Predicted</th>
<th>LOF</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>26985</td>
<td>147</td>
<td>0</td>
<td>26895</td>
<td>1537</td>
<td>0</td>
<td>2697</td>
<td>25735</td>
<td>0</td>
<td>283925</td>
<td>390</td>
</tr>
<tr>
<td>1</td>
<td>32</td>
<td>17</td>
<td>1</td>
<td>34</td>
<td>15</td>
<td>1</td>
<td>3</td>
<td>46</td>
<td>1</td>
<td>329</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table III and Fig. 3 presents the performance metrics, accuracy, precision and recall for each method. In terms of accuracy, the OLS method, with an accuracy rate of 95% and the RF method, with an accuracy rate of 94%, have performed well in correctly predicting the label of a transaction. However, still, OLS and RF methods do not outperform the IF or LOF method in terms of the accuracy of the predictions. Although the DNN method has a low accuracy level of 9%, it is observed that it predicts a majority of samples as fraudulent. This shows that the method is very sensitive to smaller changes in the behaviour of the transactions.

With a high recall value of 94%, the DNN method is the most reliable method for capturing actual fraudulent transactions. The recall rates of OLS and RF methods are 35% and 31%, respectively. Regarding Recall, the OLS and RF methods perform similarly to the state-of-the-art methods. Thus, the DNN method shows the highest capability to capture fraudulent transactions. In terms of precision, all methods do not show satisfactory results. This shows that all unsupervised methods show a considerably high false-positive rate. However, out of the three proposed methods, the OLS method shows comparatively higher precision than the other two methods. For fraud detection, a method having a high recall rate, but a low precision rate can still be very useful because missing a fraudulent transaction is much costlier than a false detection. Thus, although the DNN method has a low precision rate, it can still be considered as an effective method. From the overall results, the OLS method and the RF method show the best performance in correctly identifying whether a transaction is fraudulent or
The DNN method shows the highest reliability in detecting fraudulent transactions. The 94% recall rate shows that there is only a 6% chance that a fraudulent transaction will be missed by the DNN method. Although the proportion of fraudulent transactions in the dataset is very small, the DNN method is not affected by this class imbalance problem.

### TABLE IV DETECTION PERFORMANCE OF METHODS

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>0.9481</td>
<td>0.0116</td>
<td>0.3469</td>
</tr>
<tr>
<td>RF</td>
<td>0.9448</td>
<td>0.0097</td>
<td>0.3061</td>
</tr>
<tr>
<td>DNN</td>
<td>0.0963</td>
<td>0.0018</td>
<td>0.9388</td>
</tr>
<tr>
<td>IF</td>
<td>0.9974</td>
<td>0.2948</td>
<td>0.3313</td>
</tr>
<tr>
<td>LOF</td>
<td>0.9972</td>
<td>0.2487</td>
<td>0.3028</td>
</tr>
</tbody>
</table>

We propose a novel unsupervised approach of prediction intervals for fraud detection in transaction data. In the evaluated dataset, only 0.172% of the transactions are fraudulent. Thus, there is an enormous class imbalance. However, still, the performance of the proposed methods is evaluated without addressing the class imbalance. This is purposely done because our goal is to introduce a novel method that can be applied to real-world applications. In the real world, fraud labels are not available, so it is not practically possible to address the class imbalance problem. As the proposed methods are in an early phase, the performance may not be highly significant, but there are many exciting avenues for further investigation. The current research employs features previously transformed into principal components due to confidentiality reasons. However, if customer information and transaction details are available, some feature engineering strategies as discussed in [13] can be employed to incorporate each customer’s usual transaction patterns further to enhance the performance of the proposed fraud detection methods. In this study, we discuss three different methods of calculating prediction intervals for the three models experimented. An interesting extension would be to investigate a unified approach for calculating a prediction interval for the transaction amount predicted by any machine learning model trained for the data. For this purpose, nonparametric methods such as kernel density functions [46] and quantile regression methods [47] may be suitable.

Furthermore, the overall effectiveness of the proposed methods will be primarily influenced by the confidence level defined for the interval calculation. Conducting a systematic simulation to decide the optimum confidence level would be another future research development. It is observed that accuracy is high for the OLS and RF methods, while recall is high for the DNN method. A method that combines the predictions of all three methods, such as a soft voting classifier as discussed in [48] would be worth investigating. Due to the huge loss incurred by many organizations, detecting fraudulent transactions is considered as one of the most investigated areas of economic crime. Although there exist many supervised classification methods for fraud detection, it becomes problematic when applying these methods in real-world problems as no label information on transactions is available. Furthermore, as fraudsters frequently adapt their behaviour to stay undetected, it is...
important to continuously update the fraud detection algorithm using data on recent past transactions. In this paper, the issues are addressed, and three unsupervised methods are proposed for fraud detection that can be trained online. The dataset used in this study is available at https://www.kaggle.com/mlg-ulb/creditcard-fraud.
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