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Abstract - The	 conception	 of	 Cloud	 computing	 has	 not	 only	
reshaped	the	field	of	distributed	systems	but	also	fundamentally	
changed	how	businesses	potential	extend	today.	Load	balancing	
is	a	core	and	challenging	issue	in	Cloud	Computing.	How	to	use	
Cloud	computing	resources	efficiently	and	gain	 the	maximum	
profits	 with	 efficient	 load	 balancing	 algorithm	 is	 one	 of	 the	
Cloud	 computing	 service	 providers’	 ultimate	 goals.	 In	 this	
paper	 firstly	 a	 analysis	 of	 different	 Virtual	 Machine	 (VM)	
load	balancing	algorithms	was	done	a	new	VM	load	balancing	
algorithm	 has	 been	 proposed	 and	 Implemented	 in	 Virtual	
Machine	environment	of	cloud	computing	 in	order	 to	achieve	
better response time.
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I. IntroductIon

 Cloud computing is a fast rising area in computing 
research and industry today. It has the potential to make the 
new idea of ‘computing as a utility’ in the near future. The 
Internet is often represented as a cloud and the term “cloud 
computing” arises from that analogy. Cloud computing 
is the dynamic provisioning of IT capabilities (hardware, 
software, or services) from third parties over a network [7]. 
It is generally supposed that there are three basic types of 
cloud computing: Infrastructure as a Service (IaaS), Platform 
as a Service (PaaS) and Software as a Service (SaaS) [1]. 
In IaaS grids or clusters, virtualized servers, memory, 
networks, storage and systems software are delivered as a 
service. Perhaps the best known example is Amazon’s Elastic 
Compute Cloud (EC2) and Simple Storage Service (S3), IaaS 
Provide access to computational resources, i.e. CPUs. And 
also provide (managed and scalable) resources as services to 
the user [7]. PaaS typically makes use of dedicated APIs to 
control the behavior of a server hosting engine which executes 
and replicates the execution according to user requests. 
Example: Force.com, Google App Engine. Software as a 
Service (SaaS) Standard application software functionality 
is offered within a cloud. Examples: Google Docs, SAP 
Business by design. Load balancing is one of prerequisites to 
utilize the full resources of parallel and distributed systems. 
Load balancing mechanisms can be broadly categorized as 
centralized or decentralized, dynamic or static, and periodic 
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or non-periodic. Physical resources can be split into a number 
of logical slices called Virtual Machines (VMs). All VM load 
balancing methods are designed to determine which Virtual 
Machine assigned to the next cloudlet [11]. This document 
introduce a new VM load balancing algorithm and compare 
the performance of this algorithms with the already existing 
algorithms like Round robin and Equally spreaded current 
execution Load VM load balancer [11]. Section III introduces 
the problem formation, section IV includes the proposed 
algorithm of the problem section V includes the experimental 
setup section VI shows the result and the last section VII 
includes the conclusion.

II. ExIstIng VM Load BaLancEr

 Virtual machine enables the abstraction of an OS and 
Application running on it from the hardware. The interior 
hardware infrastructure services interrelated to the Clouds 
are modeled in the simulator by a Datacenter element for 
handling service requests. These requests are application 
elements sandboxed within VMs, which need to be 
allocated a share of processing power on Datacenter’s host 
components. Datacenter object manages the data center 
management activities such as VM creation and destruction 
and does the routing of user requests received from User 
Bases via the Internet to the VMs The Data Center Controller 
[11], uses a VmLoadBalancer to determine which VM should 
be assigned the next request for processing. Most common 
VmLoadBalancer are Round Robin and Equally spreaded 
current execution load balancing algorithms.

A. Round Robin

It is one of the simplest scheduling techniques that utilize
the principle of time slices. Here the time is divided into 
multiple slices and each node is given a particular time slice 
or time interval i.e. it utilizes the principle of time scheduling. 
Each node is given a quantum and in this quantum the node 
will perform its operations. The resources of the service 
provider are provided to the requesting client on the basis of 
this time slice. Though the algorithm is very simple but there 
is an additional load on the scheduler to decide the size of 
quantum. It is shown in fig. 1.
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B.  Equally Spread Current Execution Load 

 It is spread spectrum technique in which the load balancer 
spread the load of the job in hand into multiple virtual 
machines. The load balancer maintains a queue of the jobs that 
need to use and are currently using the services of the virtual 
machine. The balancer then continuously scans this queue 
and the list of virtual machines. If there is a VM available that 
can handle request of the node/client, the VM is allocated to 

       Fig. 1 Round Robin Algorithm

Fig. 2 ESCE Algorithm 

that request. If however there is a VM that is free and there 
is another VM that needs to be freed of the load, then the 
balancer distributes some of the tasks of that VM to the free 
one so as to reduce the overhead of the former VM. Figure2. 
better explains the working of the ESCE algorithm. The jobs 
are submitted to the VM manager, the load also maintains a 
list of the jobs, their size and the resources requested. The 
balancer selects the job that matches the criteria for execution 
at the present time. Though there algorithm offers better 
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Table I ParameTer Value

results as shown in further section, it however requires a lot 
of computational overhead.

III. ProBLEM ForMuLatIon

 In this paper a study of various load balancing algorithms 
in cloud computing was done. The algorithms are round 
robin, ESCEL load balancer. A new algorithm has been 
proposed from modifying these loads balancing algorithm in 
Virtual Machine environment of cloud computing in order to 
achieve better response time, and processing time.

IV.	ProPosEd VM Load BaLancIng aLgorIthM

 The Proposed Load balancing algorithm is divided into 
three parts. The first phase is the initialization phase. In the 
first phase, the expected response time of each VM is to be 
found. In second Phase find the efficient VM, in Last Phase 
return the ID of efficient VM.

1. This VM Load Balancer find expected response time of 
each Virtual machine.

2.  When a request to allocate a new VM from the Data 
Center Controller arrives, A VM Load Balancer find the 
most efficient VM (efficient VM having least loaded, 
minimum expected response time) for allocation.

3.  The VM Load Balancer will return the id of the efficient 
VM to the Datacenter Controller.

4.  Datacenter Controller notifies the new allocation.

5.  Proposed VM Load Balancer updates the allocation table 
increasing the allocations count for That VM.

6.  When the VM finishes processing the request and the 
Datacenter Controller receives the Response. Datacenter 
controller notifies the VM Load Balancer for the VM de-
allocation.

 The proposed algorithm find the expected Response 
Time of each Virtual Machine at the Datacenter controller 
because virtual machine can be of heterogeneous platform, 
the expected response time can be find with the help of the 
following formulas.

 ResponseTime = Fint - Arrt           (1)

 Where, Arrt is the arrival time of user request and Fint 
is the finish time of user request after servicing the request 
at datacenter the result will be transmitted at the requested 
UserBase. So the transmission delay can be determined using 
the following formulas

 TDelay = Tlatency + ResponseTime                             (2)                     

 Where, TDelay is the transmission delay Tlatency is 
the network latency (Round Trip) time taken to transfer the 
size of data of a single request (D) from source location to 
destination and destination to source and ResponseTime is 
the time taken to service the request at the datacenter.

V. ExPErIMEntaL sEtuP

 The proposed algorithm implemented through simulation 
packages like CloudSim and cloudsim based tool [11]. Java 
language is used for implementing VM load balancing 
algorithm. Assuming the application is deployed in one data 
center having 50 virtual machines (with 1024Mb of memory 
in each VM running on physical processors capable of speeds 
of 100 MIPS) and Parameter Values are as under.

VI.	rEsuLts

  After performing the simulation the result computed by 
cloud analyst is as shown in the following figures. We have 
used the above defined configuration for each load balancing 
policy one by one and depending on that the result calculated 
for the metrics like response time, request processing time 
in fulfilling the request has been shown. overall response 
time calculated by the cloud analyst for each loading policy 
has been shown in the figure 3, 4 and 5 respectively. As can 
be seen from the figure the overall response time of Round 
Robin policy and ESCEL policy is almost same while that of  
the proposed VM Load Balancing Policy is very much low as 
compared to other two policies.
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Fig. 3 Response time using Round Robin Policy.

Fig. 4 Response time using ESCEL Policy.

Fig. 5 Response time using VM Load Policy.

VII.	concLusIon

 In this paper a new VM load balancing algorithm was 
proposed and then implements in CloudSim cloud computing 
environment using java language. Proposed algorithm find 
the Expected response time of each resource (VM) and 
Send the ID of virtual machine having minimum response 
time to the data center controller for allocation to the new 
request, according to this experiment we conclude that if we 
select a efficient virtual machine then it effect the overall 
performance of the cloud Environment and also decrease the 
average response time is decrease.
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