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Abstract - Medical imaging works an essential part in the area 
of medical science. In today scenario, image segmentation is 
utilized to extricate abnormal tissues from normal tissues 
directly in medical images. Noise in an image is unacceptable 
to us as it interrupts and deteriorates the condition of the 
image. Noise removal is perpetually a challenging 
responsibility so as of edge protection when the strength of the 
disturbing noise in the initial image is enormous. Alzheimer's 
disease is a neurological dysfunction in which the brain death 
causes cognitive decline and Memory Loss. A 
neurodegenerative kind of dementia, the condition begins with 
mild and grows increasingly severe. A crucial area of medical 
research is Brain image examination, ends to identify brain 
diseases. The leading causes of Alzheimer’s diseases are 
Moderate blood flow and brain activity. In this paper, a 
framework has introduced for the exposure of Alzheimer 
disease and a literature survey on Image Processing for the 
AD. This framework optimally determines the Alzheimer field 
in the neurological disorder.  
Keywords: Image Processing, Alzheimer Disease, Pre-
Processing 

I. INTRODUCTION

In a nation, over 400 thousand people have Alzheimer's 
disease [1] (about 6% of the population). One in six 
countries above age 60 has identified with the AD, and it is 
the fourth preeminent reason for death in the nations. An 
ideal examination is not potential till medium to severe 
pallium damage has happened. By utilizing image 
processing methods [2], an Alzheimer area can be 
accomplished by employing a blend of classification, 
denoising, feature extraction, and segmentation techniques. 
The proposed method has the possibility of assisting in 
medical examination. 

Alzheimer's disease (AD) is the common famous dementia 
in seniors worldwide. Its prospect is 1 in 85 people will be 
influenced by 2050, and the amount of affected physiques is 
twice in the following 20 years [3]. Alzheimer’s disease [4] 
was titled after the German pathologist Alois Alzheimer and 
psychiatrist after he criticized a female subject (post-
mortem) in 1906 that had expired at age 51 after becoming 
critical memory problems, difficulty in following questions 
and confusion. Alzheimer stated two widespread 
irregularities in the patient's brain, "1. Solid floors of protein 
collected outside and among the nerve cells. 2. Regions of 
broken nerve tissues, in the nerve cells, which preferably of 
doing good had converted complicated". Besides, these 

tangles and plaques have been utilized to support 
diagnosing AD [5]. There are three stages of the AD: 
Dementia, preclinical, and moderate cognitive impairment. 
Preclinical suggests the beginning step of the AD. MCI 
comprises "mild changes in memory." Dementia indicates 
the rigor of the disease. The indications of AD varied 
among patients. The following are general Signs [6] of 
Alzheimer’s 

1. Loss of memory that Memory loss that interrupts
everyday life.

2. Difficulties in proposing or resolving issues.
3. The Confusion with place or time.
4. Struggle for interpreting spatial and visual images

relationships.
5. Poor or Limited decision.
6. Detachment from social or work exercises.

II. ALZHEIMER DISEASE

Alzheimer's is a growing disease, where dementia signs 
increasingly aggravate over several years [7]. In its initial 
steps, memory loss is moderate, but with late-stage 
Alzheimer's, somebody suffers the capacity to take on a 
discussion and answer to his or her conditions. Alzheimer's 
is the sixth preeminent case of death in the United States. 
Those with Alzheimer's live an aggregate of eight years 
following their indications grow observable to others, but 
survival can vary from 4 to twenty years, reckoning on 
health situations and age. Alzheimer's has no contemporary 
remedy, but medications for signs are possible, and research 
proceeds. Although modern Alzheimer's medications cannot 
prevent Alzheimer's from growing, they can tentatively 
reduce the exacerbating of dementia signs and enhance the 
condition of living for those with Alzheimer's and their 
health care providers. Now, there is a global struggle 
underway to discover useful methods to manage the disease, 
slow its attack, and prevent it from growing. 

Alzheimer is the total brain substance contracts, and the 
tissue has fewer nerve cells and connections increasingly. In 
general, the brain arrangement varies when we get older just 
like the body structure. As a consequence, this is the reason 
for occasional issues and lower thinking of identifying 
specific things. The Alzheimer's Association states in its 
primary origin data that physicians do not require to obtain 
Alzheimer's disease in adolescent people. For the adolescent 

41 AJES Vol.7 No.2 July-December 2018

(Received 3 August 2018; Revised 19 August 2018; Accepted 8 September 2018; Available online 16 September 2018)



age groups, physicians will view for additional dementia 
reasons first [1][8]. 
 
From the level of individual molecules, visualization of 
brain structure to the whole brain [9]. Several imaging 
techniques are non-incursive and allow efficient processes 
to be observed over the duration. Imaging is enabling 
researchers to separate neural networks connected in 
cognitive rules; ensure disease tracts; identity and detecting 
diseases at the inception when they have most efficiently 
handled and ascertain how therapies work.  
 

III. IMAGING MODALITIES 
 
A. Single Photon Emission Computed Tomography (SPECT) 
 
Practical imaging modalities including SPECT and Positron 
Emission Tomography (PET) have mainly used for getting 
an early review. For taking the reliable conclusions 
concerning the appearance of such exceptions, it is good to 
promote computer-aided diagnosis (CAD) tools that can 
give the meaningful comparison in the functional brain 
image in contradiction to standard cases (investigation of 
specific characteristics in the image), about the condition of 
the anomalies. These CAD tools have comprised of various 
steps in order to make the last classification conclusion from 
the primary operative image database as root data.  
 
B. Positron Emission Tomography (PET) 
 
PET is a non-invasive medical imaging modality that gives 
3D diagrams illustrating the glucose utilizing the percentage 
of the brain. Since glucose depletion was associated with 
the activity of the brain, PET images can be applied for 
detecting various diseases, including the AD.  
 
C. Magnetic Resonance Imaging (MRI)  
 
The features have obtained of the structural MRI; the 
current classification techniques can be classified into three 
sections, using 1) volumes of hippocampal, 2) probability of 
voxel-wise tissue and 3) cortical thickness. It has utilized to 
get more useful features for MCI, or AD classification has 
obtained from the entorhinal cortex, cingulate, and 
hippocampus. It presents valuable data for identifying 
Cerebrospinal Fluid (CSF) level in brain images. The 
normalization of the image has produced by utilizing 
Statistical Parametric Mapping (SPM) producing 
normalized images. MRI segmentation comprises defining 
neuroanatomical tissues introduce on a healthy brain: 
Cerebrospinal Fluid (CSF), White Matter (WM), and gray 
matter (GM).  
 

IV. LITERATURE SURVEY ON THE AD USING 
IMAGE PROCESSING TECHNIQUES 

 
The authors in [10], generate an image noise filter fitting for 
MRI in present conditions (display and acquisition), which 
protects small hidden features and expeditiously eliminates 
environment noise without including patch, blur, or 

smearing artifacts. The authors in [11], presented a three-
step structure for analyzing the images of multiclass 
radiography. The first level uses a de-noising method based 
on the Statistical Kolmogorov Smirnov (KS) and wavelet 
transform (WT) test to exclude insignificant and noise 
features of the images. An unsupervised deep belief network 
(DBN) is intended for getting the untagged features in the 
next level. The mixture of KS and WT test in the initial step 
supports to enhance the DBNs performance. Subsets of 
Discriminative feature got in the first two levels work as 
inputs for the classifiers in the third level for valuations. 
 
The authors in [12], defined the Transradial Coronary 
Angiography (TRA) has combined with extended portions 
of radiations. The authors hypothesized that the present 
image transformation technique would reduce radiation 
doses in the catheterization lab of the cardiac in a usual 
clinical environment.  
 
The authors in [13], the proposed algorithm includes two 
steps in which the first step detects whether pixels are 
corrupted by impulse noise and the second stage performs a 
filtering operation on the detected noisy pixels. 
 
The authors in [14], explained an optimal adaptive global 
threshold selection by maximizing between-class standard 
deviation through histogram peak analysis to obtain a coarse 
segmentation. This paper investigates a new computer-aided 
approach to detect the abnormalities in the digital 
mammograms using a Dual Stage Adaptive Thresholding 
(DuSAT). 
 
The authors in [15], an algorithm for multiple watermarking 
based on discrete wavelet transforms (DWT), discrete 
cosine transform (DCT) and singular value decomposition 
(SVD) has been proposed for healthcare applications. For 
identity authentication purpose, the proposed method uses 
three watermarks in the form of medical Lump image 
watermark, the doctor signature/identification code and the 
diagnostic information of the patient as the text watermarks. 
 
The authors in [16], proposed a system which uses K 
Nearest Neighbour (KNN) and high impact filter. The KNN 
is used to chouse skin and non-skin pixel, and then a high 
impact filter is applied which can remove the noise and blur 
from the image. 
 
The authors in [17], proposed a hybrid impulse noise filter, 
it is implemented in two phases, in the first phase, fuzzy 
rules are used to detect the pixels affected by impulse noise, 
and in the second phase, the artificial neural network is used 
to remove noise from the affected pixel. 
 
The authors in [18], proposed the Medav Filter which is a 
combination of mean and adaptive median filter that 
optimally adjusts the level of mask operations according to 
the noise density. The median filter has good noise removal 
qualities, but its complexity is undesirable. 
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TABLE I LITERATURE REVIEW ON THE IMAGE PROCESSING TECHNIQUES IN AD DETECTION 
 

Techniques Advantages Disadvantages Importance of Selecting 
the specific technique 

Magnetic 
Resonance Imaging 
(MRI) [19] 

MRI is used for detecting and 
scanning of abnormalities in soft 
tissue like the cartilage tissues 
and soft organs like the brain or 
the heart. 

MRI scanners are costly. 
MRI used to find changes in 
Tissue Atrophy. It is more 
specific in grey matter. 

Positron Emission 
Tomography (PET) [20] 

Can help diagnose, treat, or 
predict the outcome for a wide 
range of conditions. 

Radioactive material may 
cause allergic or injection-
site reactions in some 
people 

It is used to find Changes in 
cerebral perfusion. 

Single Photon Emission 
Computed Tomography (SPECT) 
[21] 

Tracing the blood flow and the 
metabolic activities are occurring 
and enabling of brain functions. 

Radioactive compounds 
quite expensive. 

It has used to find Changes 
in glucose metabolism. 

Non-Negative Matrix 
Factorization (NMF) [22] 

Reduce the large dimensionality 
of the input data 

Non-negativity constraints 
can restrict correct 
clustering to only non-
negative data. 

NMF is used to find the 
reduced linear 
representations of non-
negative data, being a useful 
decomposition tool for 
multivariate data. 

Partial Least 
Squares (PLS) [21][23] 

Feature extraction is a more 
effective for extracting the 
correct information from the 
data. 

Measuring process more 
complex. 

PLS yields a significant 
improvement in the out-of-
bag error rate. 

Gaussian Mixture Model (GMM) 
[24] 

GMM requires less feature 
vectors and produce a good 
result. 

GMM take time-consuming 
and more samples. 

GMM mainly for classical 
clustering and also used 
intensively for density 
estimation 

Neuropsychological And 
Functional Measures (NM) [25] 

NM was performed using a filter 
method. NMs are very separable 
between NC and AD groups 

Different assessment 
procedures for nearly every 
patient. Different 
assessment procedures 
across different examiners. 

NM achieved better 
prediction performance and 
good accuracy. 

Principal Component Analysis 
(PCA) [26] 

Reduce the redundant features 
and large dimensionality of the 
data 

PCA only takes into 
account pair-wise 
relationships between 
voxels of the brain images. 

PCA used to extract the most 
significant features from a 
dataset. 

Independent Component Analysis 
(ICA) [27] 

The ICA transformation is used 
for capturing groupdifferences 
from high order voxel relations, 
generating from the original 
average images sources. 

Don’t exist criteria for 
determining how many 
components represent the 
dynamic of the data. 

The basic concept is 
motivated by the theory of 
redundancy reduction. 

Fuzzy C Means 
(FCM) [28] 

It is used to partition a finite 
collection of elements into a 
collection of fuzzy clusters 
concerning given rules. 

Segmentation is not clear, 
and the noise is present in 
the image. 

FCM algorithm considered 
as the efficient clustering 
method. 

Total Variation regularizer Fuzzy 
C Means (TVFCM) [29] 

TV method eliminates the noise 
and makes the segmentation 
result better. 

It has the stair casing effect, 
smooth, destroy small-scale 
structures with high 
bending edges. 

The value of the regularizing 
parameter is select manually 
for the best segmentation 
result and also get the good 
visual quality of the image 

Anisotropic Diffused Total 
Variation Fuzzy C Means 
(ADTVFCM) [30] 

Mainly used to reduce image 
noise without removing the 
image content, edges, lines and 
other details of the image. 

Clusters number specify 
first. 

ADTVFCM is to eliminate 
the stair casing effect and 
reducing the time. 

Constrained Gaussian Mixture 
Model (CGMM) [28] 

It captures the complicated 
spatial layout of the individual 
tissues. 

Time-consuming for taking 
the spatial information and 
decision making of data 
into consideration. 

Each tissue Gray Matter, 
White Matter, CSF is 
modeled with multiple 4D 
Gaussians. 

Dynamic NeuroFuzzy Technique 
[31] 

The natural rules representation 
make natural interpretation of the 
results 

It answers only to what is 
written in its rule base. 

It is an effective method to 
segment the normal and 
mental tissues in the MRI 
brain images. 
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V. EVALUATION METRICS 
 
To measure the performancequantitatively, the widely used 
quantitative measures peak signal-to-noise ratio (PSNR), 
root mean squared error (RMSE), and Structural Similarity 
Index Measure (SSIM) are considered.  
 
A. Root Mean Squared Error (RMSE) 
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RMSE represents the cumulative squared error between 
restored and original image. Lower the value of MSE results 
in less error.  
 
B. Peak Signal to Noise Ratio (PSNR) 
 
PSNR, in decibels, is used as a quality measurement 
between 𝑓𝑓(𝑥𝑥,𝑦𝑦), and 𝑓𝑓(𝑥𝑥,𝑦𝑦). Higher the PSNR results in 
improved quality of the image. The PSNR is computed by 
using the equation 
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VI. CONCLUSION 

 
We conclude that proper diagnosis of Alzheimer 
Disease(AD) at a time when people are beginning analyze 
for help being annoyed about diversity in behavior, 
cognition, or functioning not surely resulting in insanity, has 
the potential to decrease the impact of negative or delayed 
diagnosis or misdiagnosis. In the prodromal stage of the 
disease diagnosis in timely could offer many potential 
advantages to patients and caregivers, especially the 
opportunity to get treatment to avoid medications, control 
symptoms that may worsen symptoms, possibly in the 
future, access to interventions that slow or lessen the disease 
process.  The findings of this literature review show that, at 
the current time, these ideas are mainly based on expert 
opinion and perhaps belief. Further studies are needed to 
demonstrate not only that a timely diagnosis is achievable, 
but also that it has benefits. Such evidence would support 
the developmental shift towards analysis at the pre-dementia 
stage of Alzheimer Disease. 
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