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Abstract - At present most of the larger companies depends 
heavily on their data science capabilities for taking decisions. 
On the basis of complexity and diversity of analysis, the big 
data units are transformed into larger and more technologies. 
Internet technologies are now playing a vital role in our day to 
day life. It has the advantages along with the disadvantages 
also, which in term generates the requirements of image hiding 
technology for maintaining the secrecy of the secret 
information. The interpretability of findings plays a major role 
for the success of delivering data science solutions into business 
reality. Even if the existing method provides outstanding 
accuracy, they may be neglected if they do not hide the image or 
text in an exact manner for various cases.  When evaluating 
ML/DL [1] models there is an excess of possible metrics to 
assess performance. There are things like accuracy, precision-
recall, ROC and so on. All of them can be useful, but they can 
also be misleading or don't answer the question at hand very 
well. The ROC AUC score is not informative enough for taking 
decisions since it is abstract for non-technical managers.  

Hence two more informative and meaningful metrics that every 
analyst should take into consideration when illustrating the 
results of their binary classification models: Cumulative Gains 
and Lift charts. Both the metrics are extremely useful to 
validate the predictive model (binary outcome) quality. 

Gain and Lift charts [2] are used to update the performance of 
binary classification model. They measure how much better 
one can expect to do with the predictive model. It also helps to 
find the best predictive model among multiple challenger 
models. The main intention behind this paper is to assess the 
performance of the binary classification model and compares 
the results with the random pick. It shows the percentage of 
gains reached when considering a certain percentage of the data 
set with the highest probability to be target according to the 
classifier. This paper proposes a broad look at the ideas of 
cumulative gains chart and lift chart to develop a binary 
classifier model quality which can be used theoretically to 
evaluate the quality of a wide range of classifiers in a 
standardized fashion. This paper proposes a hybrid solution of 
image hiding binary classifier using vicinity value based image 
hiding classification model as main complimented by gain 
calculation to increase image hiding classification accuracy. 
The study has shown that implementing the image hiding 
binary classification using Gain and Lift is feasible. 
Experiment of the study has confirmed that the image hiding 
binary classification model can be improved. 
Keywords: ROC, binary matrix, AUC 

I. INTRODUCTION

Confusion matrix [2,3] is a specific table layout that allows 
visualization of the performance of our system, typically 
a supervised learning one. Each row of the matrix represents 
the instances in a predicted class while each column 
represents the instances in an actual class. This matrix 
makes it easy to see if the system is confusing two classes. 
To test our strategy, we need to compare the output of the 
model to the actual results in the real world. This is done by 
comparing the results and creating a contingency table of 
misclassification errors. It is a very important decision 
making tool when we evaluate the quality of the model. 

The Gains and the Lift curve [1,3] are visualizations 
showing overall performance of the models. The shape of 
the curves will tell us a lot about the behavior of the model. 
It clearly shows how much our taken three cases are better 
than case assigning categories randomly and how far we are 
from the optimal model which is in practice unachievable. 
These curves can help in setting the final cut-off point for 
deciding which percentage of data set reaches the gain 
value. The cut-off point will define who should be targeted 
by the campaign and who should not be. It is very important 
to mention that ROC, Gains or Lift charts are connected 
only by one predicted category. There are also analogical 
Gains and ROC charts that represent the negative response 
as well. If the main goal for prediction was finding the 
images to hide with negative response, the criterion for 
quality of the model would be rather Gains or ROC curve 
for negative response category. 

II. APPRAISAL

Fig 1(a) 
Confusion matrix 
for Less_White 

Fig 1(b) Confusion 
matrix for 
More_White 

Fig 1(c) 
Confusion 
matrix for 
No_White 

Fig.1Confusion matrix for three cases. 
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The fig.1(a) deals with the confusion matrix for Less White 
case. Here the system judged that out of 11 positive valued 
relevant 7 were high valued relevant. And also, out of 22 
negative valued relevant 1 is low valued relevant. The 
precision for this case is 0.8 and the recall is 0.4. the 
accuracy for this case is 0.76. The classifier for this case is 
0.76 can be calculated using diagonal. This classifier is used 
to visually inspect for prediction errors, as they will be 
represented by values outside the diagonal. 
 
The fig.1(b) deals with the confusion matrix for More White 
case. Here the system judged that all the 8 positive valued 
relevant were fully positive. And also, out of 15 negative 
valued relevant 5 is low valued relevant.  
 
The precision for this case is 0.6 and the recall is 0.1, the 
accuracy for this case is 0.78. The classifier for this case is 
0.78 can be calculated using diagonal.  
 
This classifier is used to visually inspect for prediction 
errors, as they will be represented by values outside the 
diagonal. 
 
In any binary classification, the ML/DL based methods 
return a probability, then converted to a prediction. To 
convert this probability into the actual prediction, a certain 
threshold has to be chosen.  
 
If the probability >= threshold, the object is hided in an 
exact manner else the object is not hide in an exact manner. 
If the obtained probability is greater than 0.5, the prediction 
is a 1 i.e the image is hided in good manner, otherwise it's a 
0 i.e the image is hided in not good manner. 
  

III. GAIN CHART 
 

This Gain chart [1,3] is used to study the probability of a 
positive and negative reaction. Here we can sort the 
population according to the probability of a positive 
reaction to the execution and run the execution only for a 
percentage of items with highest probability of image 
hiding. The below chart and table clearly demonstrates the 
Gains chart for three cases, namely, Less White image 
hiding, More_White image hiding and Nonwhite image 
hiding.  
 
The choice of the percentage to be targeted in the campaign 
depends on the concrete costs for the campaign and gain 
from the expected positive responses.  
 
The Gains chart is a display of the expected results based on 
the choice of the percentage targeted. Our final strategy 
therefore consists of the model and the targeted percentage. 
 
In the above figure 1(a) clearly depicts the gain chart for 
less white case, the first 10% of the data set gained 10% of 
observations with the highest probability are located; 20% of 
the dataset gained 40% of observations with the highest 
probability are located; 30% of the dataset gained 70% of 

observations with the highest probability are located; 40% of 
the dataset gained 80% of observations with the highest 
probability are located; 60% of the dataset gained 90% of 
observations with the highest probability are located; 80% of 
the dataset gained 100% of observations with the highest 
probability are located;  
 
The above figure 1(b) clearly illustrates the More_White 
image hiding, which means, the first 10% of the data set 
gained 20% of observations with the highest probability are 
located; 20% of the dataset gained 30% of observations 
with the highest probability are located; 30% of the dataset 
gained 50% of observations with the highest probability are 
located; 50% of the dataset gained 80% of observations 
with the highest probability are located; 60% of the dataset 
gained 100% of observations with the highest probability 
are located;    
 

TABLE I-VI GAIN FOR 3 CASES OF IMAGE HIDING 
 

   

Table I: P,N 
values with 

threshold - LW 

Table II: Coordinates 
for Table1 

Table III: P,N 
values with 

threshold - MW 

 

   

Table IV: 
Coordinates for 

TableIII 

Table V: P,N values 
with threshold - NW 

Table VI: 
Coordinates for 

TableV 
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Fig 2(a) Gain chart for 
Less_White image hide  

Fig 2(b) Gain chart for 
More_White image hide  

 
Fig 2(c) Gain chart for No_White image hide 

 
Fig.2 Gain chart for three cases of image hiding 

 
The above figure 1(C) clearly demonstrates the No_White 
image hiding, which means, the first 10% of the data set 
gained 10% of observations with the highest probability are 
located; 20% of the dataset gained 50% of observations 
with the highest probability are located; 30% of the dataset 
gained 80% of observations with the highest probability are 
located; 40% of the dataset gained 100% of observations 
with the highest probability are located;  
 
From the above evaluation, the gain for Nonwhite case 
reached the higher gain of 100% of the total dataset at the 
beginning i.e 40%, the More_white case reached the 
higher gain at 60% and the No_white case reached the 
higher gain at 80%. Hence the No_white case is a good 
model wrt gain ratio.  
 

IV. LIFT CHART 
 

It is used to assess the probability of how the three cases is 
performing, and how well they are identifying the positive 
(1s or hiding is visible) or negative (0s or hiding is perfect) 
instances of our Dataset. The Lift is easily calculated as the 
ratio of 1s on a certain sample point, divided by the ratio of 
1s on the whole dataset, which can also be viewed as the 
predictions that a random algorithm would be making. The 
lift curve we can make a cut in a certain population size that 
is the most likely to react positively. Building a Lift Curve 
[5] is very easy. First we must sort out the predictions of our 
cases from highest (closest to 1) to smallest (closest to 
zero). In this way we have our total dataset ranked by how 
likely the images are hided. The Maximum Lift is a metric 
that can be quickly used to compare three cases: the one 
with the highest Maximum Lift is generally better.  

In the figure 2(a), the first point is (0.5, 2.6), second point is 
(0.35, 2.0), third point is (0.8, 1.3), and the fourth point is 
(0.95, 0.0). Here the point A (0.5, 2.6) is called 
the Maximum Lift point. If this point is higher, the 
performance is better, as there is a lot of TP in a proportion 
of our population which has a very high probability of being 
positive. The next Point B (0.35, 2.0), we have chosen a 
sample including 35% of our data set, where we can see that 
we have more than 3 times more of positive labels than the 
average. It showed that 35% of the data set had hided in an 
exact manner and 65% did not. The Point C (0.8, 1.3) 
includes the 80% of our data set with the highest chance of 
having the image hiding. For this sample the proportion of 
image hiding is 1.3 times as much as the mean. The Point 
D (0.95, 0.0) includes the 95% of our data set with the 
highest chance of having the image hiding. For this sample 
the proportion of image hiding is 1 time as much as the 
mean.   
 
In the figure 2(b), the first point is (0.1, 1.8), second point is 
(0.5, 1.5), third point is (0.85, 1.0),  and the fourth point is 
(1.0, 1.0). Here the Point A (0.1, 1.8) is a lot of TP in a 
proportion of our population which has a very high 
probability of being positive. The Point B (0.5, 1.5), have 
chosen a sample including 35% of our population, where we 
can see that we have more than 3 times more of positive 
labels than the average.  
 
It showed that 35% of the data set had hided in an exact 
manner and 65% did not.  The Point C(0.85, 1.2)includes 
the 85% of our population with the highest chance of having 
the image hiding. For this sample the proportion of image 
hiding is 1.3 times as much as the mean. The last Point 
D (1.0. 1.0) includes the 100% of our population with the 
highest chance of having the image hiding. For this sample 
the proportion of image hiding is 1 time as much as the 
mean.   
 
In the figure 2(C), the first point is (0.05, 2.1), second point 
is (0.25, 1.9), third point is (0.65, 1.5),  and the fourth point 
is (1.0, 1.0).Here the Point A (0.05, 1.8) is a lot of TP in a 
proportion of our population which has a very high 
probability of being positive. The Point B (0.25, 1.9), have 
chosen a sample including 25% of our population, where we 
can see that we have more than 4 times more of positive 
labels than the average.  
 
It showed that 25% of the data set had hided in an exact 
manner and 75% did not. The Point C(0.65, 1.5)includes the 
65% of our population with the highest chance of having the 
image hiding. For this sample the proportion of image 
hiding is 1.5 times as much as the mean. The Point D (1.0. 
1.0) includes the 100% of our population with the highest 
chance of having the image hiding. For this sample the 
proportion of image hiding is 1 time as much as the mean.  
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Table VII: 
Coordinates for 
Table I 

Table VIII: 
Coordinates for 
Table III 

Table IX: 
Coordinates for 
Table V 

 

  

 
Fig. 3 (a,b,c) Lift curve for Less _White, More_White and 

No_White  image hide 
 

Fig.3 Lift curve for three cases of image hiding 
 
In the above graph there is no ideal lift for Less_White 
hiding and Nonwhite hiding, because, the higher lift starts 
from 2 for first case and 2.1 for third case. But for second 
case, there is an ideal lift since lift starts from two points.  In 
our Less White case, the class distribution is 11 
for positive, and 22 for negative; so: 33,3% (11.33) 
is positive, for More White and Nonwhite case the positive 
rate is 0.46 (6/13) and 0.53 (8/15) respectively. Here, the 
first best case is Nonwhite, second rank for More_Whie 
and lest for Less White case. Here the best cut point value 
is not a unique and relies on the case needs, and is 
constrained by the rate of FP and FN.  
 

V. CONCLUSION 
 

So, we were able to observe that the Cumulative Gain and 
Lift charts are useful tools for decision making and binary 
classification evaluation. They are relatively easy to interpret 

not only by professionals with a technical background but by 
others as well. Eventually, both the charts can be applied in 
various fields, which are market segment targeting, financial 
budgeting, human resource evaluation, etc.Just like every 
other evaluation metric lift charts aren't an one-off solution. 
But they help to get a better picture of the overall 
performance of our classification model. We can quickly 
spot flaws, if the slope of the lift chart is not monotonic. 
Additionally, it helps to set a threshold, which users are 
worth targeting. Further it can be extended into the model 
learning process. 
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