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Abstract - In this paper, we describe a general process on how 
to integrate different types of predictive models within an 
organization to fully leverage the benefits of predictive 
modeling.  The three major predictive modeling applications 
discussed in this paper are marketing, pricing, and GBA-
Algorithm models.  These applications have been well applied 
and published over the past several years for the Property and 
Casualty Manufacturing Industry, but this paper and 
discussions focused on their individual application.  We believe 
that significant value can be realized if they are fully 
integrated, offering manufacturing companies the opportunity 
to take an enterprise wide view of managing their business 
through analytics.  Therefore, the paper will discuss a general 
process on how they can be integrated and how the integrated 
result can assist insurance companies with managing the 
complex insurance business, such as minimizing the 
GBA(Gross Building Area) Algorithm cycle and achieving 
profitable growth and reacting to external market forces faster 
than their competition.    

I. INTRODUCTION

In recent years, predictive modeling has been widely used 
as a new strategic tool for manufacturing insurance 
companies to compete in the market place.  Originally 
introduced in personal auto insurance to improve pricing 
precision [1], predictive modeling has been extended to 
homeowner’s and small commercial lines as well [2].  
Predictive modeling and the use of generalized linear 
models (GLM) have been individually applied widely in 
three key areas of insurance operations: GBA-Algorithm, 
Pricing, and Marketing.  In this paper, we will discuss the 
value in integrating results from three traditionally distinct 
predictive modeling applications and the additional strategic 
and tactical benefits companies can achieve by taking an 
enterprise wide view of predictive analytics.  Through the 
integration of predictive modeling results across multiple 
business operations, insurance companies can maximize 
their benefit and differentiate themselves in a competitive 
market environment where everyone seems to be using 
predictive modeling in some fashion.  For instance, the 
integration of predictive modeling could enable existing 

GBA-Algorithm and marketing predictive model results to 
drive enhancements to pricing models and to align pricing 
with the GBA-Algorithm market cycle.   

II. THREE TYPES OF MANUFACTURING
INDUSTRY PREDICTIVE MODELING

APPLICATIONS 

In this section, we will discuss the similarities and 
differences as to how predictive models are built and 
applied to three different types of insurance business 
applications - GBA-Algorithm, Pricing, and Marketing.  We 
will also discuss the data and modeling issues associated 
with each application. 

III.IMPLEMENTATION PRICING MODELS

In predictive models for pricing, the main focus is on 
predicting loss cost, determining premium to charge, 
evaluating rating adequacy, or determining rating class plan 
factors.  One typical result developed from a pricing model 
is a rating plan, which displays the rating variables, factors 
and loss cost relativities across the rating variables.   

In developing the rating plans, actuaries often use the 
standard GLM frequency and severity approach, where the 
Poisson distribution is used to fit frequency data and the 
Gamma distribution is used to fit severity data.  Recently, it 
has become more popular to combine the frequency and 
severity models into a pure premium model, where the 
Tweedie distribution, a Poisson – Gamma compound 
distribution, is used to fit the pure premium data directly.   

A.Policy Level Variables

For pricing models, the source data files used to build the 
models need to be set up at a detailed exposure level.  For 
example, for private personal auto (PPA), a pricing 
predictive model is generally set up at the vehicle and 
coverage level (i.e. – lowest form modeling data level). 
With regards to the rating variables, they are very different 
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from one line of business to another, within the line of 
business, and can also differ from one coverage to another.  
Some complicated PPA rating plans may allow policy level 
variables across coverages and interaction between rating 
variables.   
 

Perhaps, the most significant development for personal line 
rating plans in recent years is the usage of personal financial 
credit score [3].  Some states allow the usage of credit 
scores in class plans or tiering, others allow credit scores for 
GBA-Algorithm or target marketing activities only, while 
few states completely ban the use of credit scores.  In 
addition to credit scores, other regulatory restrictions for 
pricing models include using not-at-fault accidents, capping 
the factors for youthful drivers or economic disadvantage 
territories, or enforcing forgiveness rules of prior years’ loss 
and violation records, to name a few.   

In the past several years, there has been a wealth of 
research, literature, seminars, and training classes in the 
Casualty Actuarial Society (CAS) community on using 
GLM to build pricing models [4,5].  Therefore, we will not 
repeat these theoretical discussions for GLM pricing 
models.  Instead, we would like to discuss, based on our 
past experience, several typical data and modeling issues 
that arise when building the pricing models:  
 

1. First, the commonly known data issues, such as 
missing data, miscoding information, information not 
captured in a insurance company data repositories, and 
unavailability of historical data due to purge, will 
hinder the development of predictive models. 

2. Compared to personal lines data, commercial lines 
data posts an even greater challenge during the 
development of pricing models: 

a. Due to less regulation and scrutiny of 
commercial lines business operations, 
commercial lines data typically has much more 
commonly known data issues, as stated above, 
than personal lines data with regards to missing 
information, miscoding, and information 
availability. 
 

b. For personal lines, the exposure is well defined 
and fairly homogeneous: car-month for auto 
and home-year for homeowners.  On the other 
hand, the exposure base for commercial lines is 
less defined and can even vary within the same 
line of business.  For example, for General 
Liability (GL), some classes use sales and 
revenue for exposure, while other classes use 

payroll for exposure.  Given the complexity 
associated with exposure, applying the pure 
premium approach for pricing within 
commercial lines is fairly difficult. 

c. For commercial lines, their data structure is 
heavily driven by rating bureau requirements.  
Therefore, the data is typically kept at the 
“industry class code” level, not at the exposure 
level.  For example, for a commercial auto 
policy with multiple classes and multiple 
vehicles, the premium and loss information may 
be coded at the class level, but not at the vehicle 
coverage level.   

d. For commercial lines, more data credibility 
issues exist than they do with personal lines.  
Even for a mid-size regional personal carrier, it 
is fairly easy to collect millions of records for 
building up personal auto and homeowner’s 
models.  However, for commercial lines, there 
poses significant challenges regarding the 
availability of unique data points and it is very 
common that the data size is at least 10 times 
less than what is available with personal lines.       

B.Business Reasons 

In general, some major pricing variables are excluded in a 
company’s analysis due to complex data structures, issues 
with data credibility, market competitiveness, or other 
business reasons.  For example, “territory” and “vehicle 
symbol” are typically excluded from a modeling process of 
a PPA rating plan development.  For these two variables, 
there exists many different values and therefore it is rare 
that a single company’s data can provide fully credible data 
to evaluate these two rating variables.    Another example 
for commercial lines is that most of the business, such as 
commercial Auto, GL, Property, Commercial Multi-Peril 
(CMP), and Workers Compensation (WC), will follow the 
industry class loss cost by ISO or National Council on 
Compensation Insurance, Inc. (NCCI).  There exist 
hundreds of industry classes for each line of business.  One 
way to appropriately consider their impacts on the model 
results is to adjust the exposure or pure premium by their 
indicated relativity.  Another way is to use the GLM offset 
options, and this approach is discussed in a separate paper 
[6].   

One data issue that needs to be considered for pricing model 
development is Catastrophic (CAT) losses for property 
lines, such as fire or hurricane loss, and extreme large losses 
for liability lines.  Therefore, it is prudent to exclude CAT 
losses or cap large losses and then build the long term 
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estimates for large loss loads or CAT loads back to the 
modeling data set.   

For property coverages, the losses are net of the deductible.  
For liability coverages, the losses are capped by the liability 
limit.  Therefore, we do not have the “complete” loss 
information to establish the entire severity distribution 
curve.  This is a challenge in building up the severity 
models. 

Another issue for building up the severity models is that for 
some of the segments in pricing, the severity data can be 
very thin and the modeling results can be extremely volatile 
with a great deal of “noise”.  The issue is significant for low 
frequency and high severity coverages, such as BI for PPA, 
and GL.  This is why the pure premium models based on a 
Tweedie distribution have attracted more and more interest 
in recent years.    

 
IV. GBA-ALGORITHM MODELS 

The major business objective of an GBA-Algorithm model 
is to assess the risk quality for an insured on a prospective 
basis.  One difference between GBA-Algorithm models and 
pricing models is that pricing models focus on determining 
the final class rates, while GBA-Algorithm models focus on 
evaluating risk quality beyond the class rating and the 
currently charged rate.  The GBA-Algorithm models can 
assist Linear Model or product managers with their GBA-
Algorithm decision making, such as company placement, 
crediting or debiting, limitation of coverage, payment plan 
selection, new business acceptance or rejection, renewal 
business referral and cancellation, and customer service and 
marketing activities.  Regarding the modeling design, one 
difference is that pricing models use the pure premium 
approach at the exposure and coverage level, while GBA-
Algorithm models use the loss ratio approach at a policy 
level.   

Ideally, if a perfect rating plan exists, all risks are priced at 
their adequate rate level and there is no need for GBA-
Algorithm models, or even GBA-Algorithm because 
generally speaking GBA-Algorithm models sit on top of 
pricing models and are designed to address pricing 
inadequacy through improved GBA-Algorithm precision.  
However, ideal rating plans do not exist due to various 
internal and external restrictions, including regulatory 
constraint, dynamic changes in the external economic 
environment, long delays for filing approvals, inability of 
using certain variables in rating plans, and limitation on 
rating structure (e.g non-linear pattern, interaction between 
rating variables, interaction between exposures at a policy 
level, etc.).  Therefore, GBA-Algorithm models are used to 
evaluate the risk quality by identifying potential deficiencies 
in the rating plan. 
 

The information used by Linear Model can vary widely and 
is sometimes highly subjective.  Also, GBA-Algorithm 
actions are not always truly risk-based, but instead are 
influenced by the market, subjective decision making and 
external competition.  This issue of a “market-driven” price 
is a more prevailing concern for commercial lines than for 
personal lines.  Therefore, predictive modeling can be used 
to build up objective GBA-Algorithm models to assist 
Linear Model with making consistent and fact-based GBA-
Algorithm actions each and every time and ensuring 
alignment with external market cycles.   

Another advantage of GBA-Algorithm models is that the 
models can help insurance companies improve their GBA-
Algorithm efficiency.  This is because the models can 
segment “good risks” versus “poor risks”, and with such 
segmentation, Linear Model can spend their major time and 
effort on poor risks, while good risks can flow through the 
process with minimum GBA-Algorithm touch.  In addition, 
GBA-Algorithm models can be used to segment good and 
bad risks within classes of business, which is a significant 
improvement over traditional pricing and GBA-Algorithm 
decisions which are made on a class basis. 

V.PREDICTIVE MODEL 

In general, the target variable of an GBA-Algorithm 
predictive model is the loss and allocated loss adjustment 
expense ratio.  Since GBA-Algorithm is mostly performed 
on a policy basis, the predictive variables and the data files 
used for developing an GBA-Algorithm model are at the 
policy level.  For predictive variables, there are many more 
candidate variables: rating versus. non-rating, internal 
versus external, credit and territorial, among others.  There 
is less restriction for GBA-Algorithm models than pricing 
models.  For example, there is a trend in the industry with 
using insured’s premium payment records from historical 
billing data, such as late payments and bad checks, as GBA-
Algorithm variables.  The trend of using billing information 
makes logical sense, since an insured’s premium billing 
records are essentially a proxy for personal financial credit 
data and an insured’s ability to pay bills on time. 

FOR GBA-ALGORITHM MODELS, THE 
POTENTIAL DATA AND MODELING ISSUES ARE 
AS FOLLOWS: 

1. Several data issues stated before for pricing model 
development are equally applicable to GBA-
Algorithm model development, such as data 
quality and data availability and data completeness 
issues. 

2. Many candidate variables can be included in GBA-
Algorithm models that generally cannot be 
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included in pricing models.  Creating and selecting 
the candidate variables demands a look at the 
availability of the underlying information, internal 
or external, to insurance companies and the ease of 
implementing these variables and gaining GBA-
Algorithm acceptance on their use.  Here are 
several examples:   

While there is a trend with using billing information for 
GBA-Algorithm models, some companies may purge their 
billing data on a frequent basis; therefore, such information 
is not available in the historical data.  Over a long term, 
companies need to devise a master data quality initiative to 
maintain and update historical data in their corporate data 
repositories to support these GBA-Algorithm models and 
devise mechanisms to ensure that these data elements are 
available to be extracted.    The role of data quality and data 
governance as a key strategy to successfully maintaining 
and gaining value from predictive modeling applications is 
taking on even greater significance in the manufacturing 
Industry as more companies seek new ways to differentiate 
themselves in today’s market. 

A.Section Analysis 

This paper is organized as follows. Section I describes the 
materials and methods. In this section the proposed GBA 
algorithm is presented. The methods for Analysis as well for 
categorization  III and also the online Recovery part IV of 
the system and significance response V will describe in this 
section VI. In section VII, experimental results are shown 
VIII. The results are discussed is section IX, while 
conclusion is mentioned in section X. 

B.Dataset 

Another example is that some GBA-Algorithm information 
is kept on paper instead of in electronic files or in back-end 
data repositories.  For example, for new business GBA-
Algorithm, while many insurance companies ask for prior 
loss experience or other external data, such as motor vehicle 
records (MVR) for commercial auto, rarely do they store 
this information in their back-end data repositories.  
Therefore, it is difficult to use such information during the 
development of GBA-Algorithm models, even though it is 
common for Linear Model to use prior loss information in 
GBA-Algorithm new business.     

1. When loss ratio is used as the target variable for 
modeling, we need to apply due actuarial 
consideration to adjust the data, such as rate on-
leveling, loss development, and trending.  By 
applying the appropriate actuarial adjustments, the 
Linear Model can have a higher level of confidence 
so that when they use the GBA-Algorithm model, 
the indicated results on the quality of the risk as 

derived from the model are based on up-to-date 
information with the appropriate longitudinal 
adjustments made.   

2. Since GBA-Algorithm models are constructed at 
the policy level, whether the results can be carried, 
or how the results can be carried, to the underlying 
pricing, is a difficult question.  For example, driver 
age is commonly used as an GBA-Algorithm factor 
even though it is used for pricing already.  If an 
GBA-Algorithm model indicates that youthful 
driver policies are worse than average, it may not 
suggest that the underlying youthful pricing factors 
are wrong, but rather it may indicate the 
inadequacy of the pricing structure, such as purely 
multiplicative structure, or potential interaction of 
youthful drivers with other variables, such as 
vehicle type.  The answer can be difficult to find 
without in-depth research and analysis. 

3. Sometimes, GBA-Algorithm is not only performed 
on a policy level, but also on an account level.  For 
example, it is very common for personal line 
carriers to cross-sell auto and homeowner’s 
policies, and for commercial line carriers to cross-
sell all the major small commercial lines of 
business, including BOP, Commercial Package, 
Auto, and WC.  Therefore, the full value of GBA-
Algorithm models may not be realized until they 
are built for all lines of business for account-driven 
companies and GBA-Algorithm models take a 
holistic view of assessing the quality of a risk.   

 
I. MARKETING MODELS 

The earliest, classical business application for predictive 
modeling is for marketing and sale operations, such as mail 
solicitation and response models.  In general, the purposes 
of marketing and sales predictive models include identifying 
prospective customers, increasing the hit rate for 
solicitation, and assisting with retaining existing customers 
[7].  This is not for the manufacturing industry alone but 
historically predictive modeling has been used for 
marketing and consumer business related applications 
across multiple industries. 

II.FOCUS 

In general, the main focus of these marketing models is on 
the “success or failure” of converting or retaining a risk, so 
the target variable is typically a binary one.  Whether the 
risk is profitable or not is not a consideration for these 
models but rather the probability that the risk will be 
acquired as a new policy or retained as a renewal policy. 
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III.USEAGE   

Depending on the final usage of the marketing and sales 
models for insurance, there is wide variation in the types of 
models with regards to the predictive variables and the 
design of the target variable.  For insurance applications, the 
marketing and sales models can be grouped into four main 
categories: new business qualification and targeting, new 
business conversion, renewal business retention, and 
renewal business conversion models.  The details for these 
four types of models are as follows: 

IV.MODEL ANALYSIS 

For new business qualification and target models, the 
purpose is to identify a list of potential prospects for 
targeting.  This list can be used for phone or mail 
solicitation campaigns.  The data and variables used for the 
models are fairly limited, and are mostly from data sources 
external to insurance companies.  There are numerous data 
vendors who sell consumer databases, and insurance 
companies can use the data for these models.  Since there is 
a cost associated with the solicitation campaign, such as 
phone call cost or mailing postage fee, it is important to 
measure the cost versus return benefit, that is, the response 
rate, after the models are implemented.   
 
V.CONVERSION MODELS 

For new business conversion models, the key is to increase 
the new business hit rate when an insurance company has an 
opportunity to offer a quote to an insured.  Insurance 
companies are very interested in knowing the overall hit 
rate, or conversion rate; for new business, how the hit rate 
varies by different segments of the book; and how to 
increase the hit rate.  Many insurance companies do capture 
certain information in their insurance quote files, such as 
name, address, number of quotes, quoted prices, etc.  For 
the conversion models, we can expect that one critical, if 
not the most important, factor that will influence the hit rate 
is how competitive the company’s quoted price is compared 
to its competitors.  The relationship between the hit rate and 
the quote price can be expressed through the “elasticity 
curve” commonly used for classical economic supply-
demand theory.   Without such price elasticity information, 
the value of new business conversion models will be 
significantly limited.   

VI.RETENTION MODELS       

For renewal business retention models, the main purpose is 
to understand the probability of an existing insured to stay 
for the next renewal term [8].  The reason that an existing 
insured does not stay for the next renewal term may be due 
to the insured’s action, such as mid term cancellation, non-
response to renewal request, or non-payment of premium, or 

insurer’s action, such as non-renewal.  Therefore, the 
renewal retention models will focus on understanding how 
an insured’s characteristics correlate with the retention rate. 

VI PREDICTIVE VARIABLES 

For renewal conversion models, the model will measure the 
probability of the policy to be converted to the next term at 
the point of renewal for the existing policy.  Therefore, 
these models exclude the mid-term cancelled policies.  
Similar to the new business conversion models, the renewal 
price offered and how it compares to the competitors will 
play an important role on the outcome.  Obviously, for 
renewal models, much more information, especially 
information from the company’s internal data sources, can 
be used.  For new business models, the predictive variables 
are very limited, and sometimes the models may completely 
rely on external data sources.  In the end, these marketing 
models may not be as accurate as GBA-Algorithm and 
pricing models but they do offer an opportunity to improve 
resource allocation and efficiency in the sales process by 
allowing insurance companies to focus their marketing and 
sales efforts on the risks that are most likely to be bound or 
retained. 

A.NEW BUSINESS CONVERSION MODELS 

In the remaining sections of the paper, we will focus on the 
new business conversion models because they are the most 
challenging ones to build, and they are very critical for 
insurance companies to sustain long term profitable growth.  
For the new business conversion models, predictive 
modeling techniques can be employed to find certain 
segments with a higher likelihood for responding to the 
quote, i.e.  the response rate, and purchasing after taking 
quotes, i.e., the hit or conversion rate, as well as, segments 
with a higher or lower sensitivity with respect to the price.  
Similar to GBA-Algorithm models, the marketing models 
are often created on a policy level, and sometimes even on a 
household or account level.   

B.ANALYSIS PROBLEM 

As mentioned earlier, in order to analyze the response rate 
and hit rate, it is important to capture the price 
competitiveness for the quote, that is, the price 
differentiation between the company and its competitors.  
The competitors’ pricing information can be obtained in 
published rating manuals, company’s quote files, or industry 
competitive information vendors’ data base.   If the 
competitors’ prices are well captured in the quote files, the 
core information of the price elasticity curve can then be 
established for the models.   
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C.SOLUTION PROBLEM 

The typical data issues for building up marketing and sales 
models are: 

Since quote files are not required for financial reporting or 
bureau reporting, the quality of the files are much worse 
than other files and data sources.  In addition, insurance 
companies often purge their quote .files after one or two 
years, therefore little historical quote data is available for 
analysis. Once again this highlights the importance of 
corporate data quality and governance as a key strategy to 
maximize predictive modeling benefits.Typically, there is 
very limited information captured in the quote files and 
often only includes the following:   
 

a. Name and address of an insured 

b. Basic and key rating information 

c. Agent information 

d. Competitiveness information including prior 
carrier’s name and price Insurance companies rarely 
capture information other than the above and 
therefore the number of variables that can be 
derived is very limited.   

D.COMPETITIVE POSITION 

For the renewal retention process , insurance companies 
rarely follow up their non-renewal risks and find out the 
reasons for their non-renewal decision, the new company 
they took their business to, or the new price that they 
received from their new company.  Without such 
competitive information, the value of the marketing and 
sales models will be significantly limited.  

 
E.GAIN MARKET 
 
It also minimizes a company’s opportunity to gain market 
intelligence and assess its own competitive position 

because there is valuable business insight that can be 
gained from understanding why a company’s customers 
are leaving. 

 
 
 

 
 

Fig. 1(a) Competitiveness information 
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Fig.2 Analysis of  Models 
 
 
 

 
 
 

Fig.3 Methods Analysis 
 
The third step, now that we have identified the key range for 
the rate adjustment-conversion rate relationship, is to use 
the results to adjust the GLM rating plan so that the 
parameters can be re-optimized with different adjustments.  
This step can be tedious and involves an iterative process 
but the benefits can be significant.  At this step, the 
company’s historical data is employed in the pricing model 
development. At the same time the marketing information is 

used along with the pricing information to improve the 
overall performance for the company’s operation by striking 
a balance between profitability and growth.   

The last step is to build the GBA-Algorithm models on top 
of the pricing and marketing models.  There are several 
reasons that the GBA-Algorithm model is important to use 
along with the pricing and marketing models.   
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First, the GLM pricing model may still be far from 
addressing the overall rate adequacy because many 
significant variables are not used in the pricing models.  
Such information may include agent’s performance data, 
credit score, and demographic and territorial information on 
a more refined level.  A great deal of non-rating information 
can be used to enhance the segmentation of an insured’s 
profitability.   

F.GLM Model 
Our experience indicates that for commercial lines, such 
GBA-Algorithm models are very important, since most of 
the commercial line carriers follow the bureau loss cost and 
rate structures for most of the major lines of business.  They 
do not have their own GLM based pricing models.   

G.RATE PLAN 

The second reason is that, as the result of adjustments for 
the rating plan due to conversion consideration, it is likely 
that some segments can turn unprofitable due to the trade 
off for growth and retention.  The decrease in profitability 
can be minimized with additional GBA-Algorithm 
information.  For example, if it is determined that youthful 
policyholder factors need to be tempered to increase the 
conversion rate, the potential profitability impact can be 
minimized through the application of the GBA-Algorithm 
models by allowing profitable agents to write more youthful 
risks than unprofitable agents write (i.e. – offsetting the risk 
of youthful risks by focusing on youthful risks with 
favorable credit scores).      

PROCESSING  

Finally, it is very important to note that, when developing 
the GBA-Algorithm models, the underlying premium 
should be based on the final pricing structures and rating 
factors.  All historical premium data should be adjusted to 
the final selected pricing level. 

H. OUR APPROACH 

From a tactical perspective, our approach to integrating 
pricing, GBA-Algorithm and marketing predictive models is 
a four step integration process as outlined below: 
 Step 1: Develop the GLM based rating plan and pricing 
model. 

P = O1 + (x / y)(O1 - On) 

 Step 2: Develop retention or conversion models to 
study the price elasticity behavior of insurance buyers. 

 Step 3: Adjust the rating plan and class plan factors 
based on the retention and conversion models to strike a 
balance between rate adequacy and conversion rate. 

 Step 4: Build up a series of GBA-Algorithm rules based 
on GBA-Algorithm models in conjunction with the pricing 
and market models to maintain the overall competitiveness. 
 
X(1,2)->Plan data 
Xn->Analysis data 
Y(1,2)->Base data 
Yn->End Data 
W-> World data 

VII. GRADIENT BOOSTED ALGORITHMS 

Outlook: 

Define sets of model parameter values to evaluate;  

for each parameter set do  

for each resampling iteration do  

Hold–out specific samples ; 

 Fit the model on the remainder;  

Predict the hold–out samples; 

 end Calculate the average performance across  hold–out predictions  

end  

Determine the optimal parameter set; 

Main algorithms: 

Initialize equal weights per sample; 
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 for j = 1 ... M iterations do  

         Fit a classification tree using sample weights (denote the model equation as fj(x ));  

       forall the misclassified samples do increase  ample weight 

       end Save a “stage–weight” ("j) based on the performance of the current model;  

end 

Input: training set ( ) ( ) ( ) m
mm DTyxyxyxT ~;,,...,,,, 2211=  a differentiable loss function Training 

error [ ]
( )

( ) [ ]yxhPyxh
m

h Tyx
Tyx

≠=≠= ∑
∈

)()(1)(ˆ ~,
,

1 ε  number of iterations m 

I.GBA-ALGORITHM: 

1. Initialize model with a constant value: 

( ) ( ) ( )1,,,,1,,,1,, 2211 nn yxyxyx 2  

2. For n = 1 to : 

1. Compute so-called pseudo-residuals: 

            ( ) ( ) ( )11
222

1
111 ,,,,,,,,, nnn wyxwyxwyx 2  

2. Fit a base learner h(x) to pseudo-residuals, i.e. train it using the training set . 
( ) ( ) ( ) m

mm DTyxyxyxT ~;,,...,,,, 2211=  

3. Compute multiplier  by solving the following one-dimensional optimization problem: 

( ) ( ) ( )22
222

2
111 ,,,,,,,,, nnn wyxwyxwyx 2   

 

( ) ( ) ( )11
222

1
111 ,,,,,,,,, −−− T

nnn
TT wyxwyxwyx 2  

4. Update the model: 

( ) ( ) ( ) ( )xhxhxhxF TTT ααα +++= 2211  

3. Output ( )( )xFxf TT sign)( =  
 
J.ALGORITHMS ANALYSIS 
 
By integrating the three types of predictive models 
seamlessly, insurance companies can gain two major 
benefits.  First, instead of adjusting their rates across the 
broad for growth, insurance companies can “target” the 
segments to gain a high return on growth with minimum 
price changes.  Second, the potential profitability issue 
associated with rate cutting for growth can be minimized 
with GBA-Algorithm models.  We believe that with such 
integration, the full value of predictive modeling can be 
realized.  It can provide insurance companies with an 

effective way to deal with the key business challenges of 
achieving profitable growth and minimizing the impact of 
the GBA-Algorithm cycle.   History tells us that companies 
that are successful and regarded as market leaders are the 
ones that can process information and make sound business 
decisions faster than their competition can.  The 
manufacturing companies Insurance Industry should be no 
different and an integrated approach to predictive modeling 
gives manufacturing companies an opportunity to realize the 
full value of their predictive modeling investment and stay a 
step ahead of the competition. 
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VIII.TEST 

When these three applications are integrated, modelers 
should be conscientious about the data and modeling issues 

and problems described in previous sections for each 
application.  In addition, there exist unique, challenging data 
and modeling issues during the integration process. 

 
TABLE I OVER TEST DATA ANALYSIS 

 
The first unique challenge is due to the fact that the data 
level is different between the pricing model and the GBA-
Algorithm and marketing models.  Therefore, how to 
“accurately” profile the policies identified by the conversion 
model and link the model results to the subsequent pricing 
model is a challenge.  For example, a youthful policy may 
have all of or partial of its drivers as youthful drivers.  
When the marketing model profiles youthful driver policies 

to be targeted or not targeted, it needs to be very specific in 
defining whether the profile is partial (if partial, the 
percentage of youthful drivers on the policy) or all youthful 
driver policies.  In other words, how to “roll up” exposure 
based pricing information from the pricing model to the 
policy level information for the GBA-Algorithm and 
marketing models needs to be prudently considered.    

 

A.RESULT 

 
Fig.5  Model Analysis 

Another challenge for integration is that the marketing 
application is “forward-looking” based, while the pricing 
and GBA-Algorithm application are based on “historical” 
information.  Due to constant changes associated with the 
internal and external environments for insurance operation, 

the historical data distribution and composition may not 
serve well for the “forward-looking” integration application.  
For example, if a national insurance company would like to 
expand its business in certain a geographic region, such as 
in the northeast, it is possible that the northeast risks behave 
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differently from the risks in other regions.  Therefore, 
modelers need to pay extra effort as to how to prepare the 
data for the integration analysis, and, for this example, may 
want to use data in the northeast region only.  Other 
considerations include the distribution change in industry 
class, affinity programs, or premium size.  

B.DISCUSSION 

As discussed in the previous sections, different applications 
may have different data available.  In general, data is more 
sparsely available for the marketing application than for the 
GBA-Algorithm or pricing applications.  For example, 
driver and vehicle details are fairly populated in the pricing 
and GBA-Algorithm data sources, but not for the marketing 
data sources.  When the details are available in the 
marketing data sources, it is possible that they are more 
available for certain regions, branch offices, agents, or 
programs than for others.  The inconsistency in data 
availability may lead to “bias” in the analysis results.   

 

IX.COMPARATIVE STUDY 

By combining a comprehensive GBA-Algorithm model 
with a pricing model, a company can more accurately 
estimate loss cost and profitability than by using the pricing 
model alone.  Previously, we illustrate how to use the 
pricing model and the marketing model together first, and 
then develop an GBA-Algorithm model second.  In theory, 
there is no limitation for the sequence of integration, and the 
GBA-Algorithm model can be used alone with the pricing 
model to fine-tune the marketing model.  Of course, the 
challenge for this approach is that the GBA-Algorithm 
model is on the policy level, while the pricing model is on 
the exposure level. 

X.CONCLUSION 

Several years ago, merely using predictive models in some 
fashion to support GBA-Algorithm, pricing and marketing 
gave insurance companies a competitive edge.  However, in 
today’s competitive market, predictive modeling is not 
limited to just personal lines but is used widely in 
commercial lines as well.  Therefore the first mover 
advantage no longer exists and insurance companies must 
find new ways to maximize the benefits of their predictive 
modeling investment and stay ahead of their competition. 

Our paper illustrates the strategic and tactical approach of 
taking an enterprise wide view of predictive modeling and 
integrating the results from pricing, GBA-Algorithm and 
marketing models to support business decisions across 

multiple business operations.  In today’s market, companies 
that will succeed are the ones that incorporate analytics as a 
core business strategy and align multiple business 
operations with a single unified view of analytics. 
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